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Motivation

Leading experiments demonstrate potential for operation < 50 eV 

Practically other (non-physics) issues result in higher thresholds 

At < 5 eV statistics limits science 
e.g: in Si, for 5 eV, Nelectrons = 1.32 ± 0.39

CDMSlite DAMIC

Noise 3.3 e / 10 eV 1.8 e / 7 eV

Thresh. > 60 eV (~80 eV) > 20 eV (~40 eV)

Thus 5-50 eV is the next energy range for us
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Questions
These experiments measure ionization, 

 produced in semiconductors from particle recoils 

From Nelectrons we infer the physics behind the recoil 

 How well do we understand: 

    Nelectrons (Energy input) ?

   Nelectrons (Temperature, electric field etc.) ?

   Nelectrons (Incoming particle type) ?

 How well do we infer our results ? 
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A “Still Not-Totally-Crazy” Simulation: Ge target

• Parameters: 

• Ek(n)=30 keV, σphon=10 eV, σrecoil≡± 1°, V=100V, F=0.13

Now we’re seeing 
individual electrons/holes

Caveat

If CDMSlite++ is successful in “counting” electron hole pairs, 
this talk might be moot 

 (T. Saab’s talk)
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Rubric
D. Mei (first talk) introduced standard rule-of-thumb expressions 

for ionization in semiconductors. 

We keep P. Sorenson’s physics picture in mind …. 

This talk will “analyze” the fundamentals behind,

Semiconductor Detectors Helmuth Spieler
SLUO Lectures on Detector Techniques, October 23, 1998 LBNL
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Since each ionization leads to a charge pair that contributes to the
signal

where εi  is the average energy loss required to produce a charge
pair,

The second factor on the right hand side is called the Fano factor F.

Since σi is the variance in signal charge Q and the number of charge
pairs is NQ=E0 /εi

In Silicon Ex= 0.037 eV
Ei = Eg= 1.1 eV
εi = 3.6 eV

for which the above expression yields F= 0.08, in reasonable
agreement with the measured value F= 0.1.

⇒ The variance of the signal charge is smaller than naively 
expected
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Raman quanta (hWR),1 5 Accordingly, if we set 

( 7) 

it follows that r represents the average number of 
phonons per pair generated during phase one of the 
energy-dissipation scenario (see Fig. 1). In this light, 
we may regard r as indicative of the probability for 
phonon emission compared to pair creation. Actually, 
if it is true that most of the pairs are produced in col-
lisions occurring at energies ranging from a threshold 
value Er up to, let's say, a few times Er, the number r 
then becomes simply the ratio of the mean free paths 
for intrinsic impact ionization and Raman-phonon emis-
sion suitably averaged over the "active" carrier dis-
tribution (r= (Ar/AR»' Very roughly, since the high-
frequency modes are not normally excited at room 
temperature, AR assimilates to a mean free path for 
optical phonon scattering, and thus may be looked upon 
as essentially constant,16 This is certainly not the case 
with Al because of the strong energy dependence of the 
pair-production mechanisml7 ; the question, however, 
does not affect our immediate preoccupations and can 
be postponed until later (Sec. IV). 

First, we wish to consider the question of the thresh-
old energy for impact ionization; in other words, the 
question of how much energy a carrier must have in 
order to be able to produce an electron-hole pair in 
colliding with valence-band electrons. The existence of 
an ionization threshold Er is well established, but how 
it relates to the forbidden gap and other features of the 
band structure still remains difficult to ascertain.ls 
Fortunately, carrier multiplication that accompanies 
avalanche-breakdown phenomena in p-n junctions 
bears on this problem and has received considerable 
attention. It now appears that EI values of ! Ea are 
"most appropriate" 19 in fitting secondary ionization-
rate data for Ge, Si, GaAs, as well as GaP. This is re-

15 Strictly speaking, it is by no means certain that optical 
phonon emission constitutes the dominant scattering mechanism 
in the energy range we are concerned with. In Ge and GaAs, e.g., 
Conwell considers it likely that intervalley acoustic scattering will 
be more important [see her comments following R. A. Logan and 
S. M. Sze, J. Phys. Soc. Japan 21, Supp!., 434 (1966)]. However, 
since the relevant phonons have wavevectors biased towards 
zone-edge values they should be comparable in energy to hwR , 
so that it might be immaterial to consider "details" of this sort. 

16 Following P. A. Wolff, Phys. Rev. 95, 1415 (1954). 
17 Right at the threshold the cross section is evidently zero but 

rises rapidly as very fast carriers are presumed to dissipate their 
energy through impact-ionization scattering rather than other 
inelastic encounters (see Sec. V). 

18 The threshold is normally found to be larger than the bandgap 
because of the requirement to conserve k [see, e.g., the calculations 
of J. R. Hauser, J. App!. Phys. 37, 507 (1966)]. It can be argued 
that some ambiguity arises in connection with phonon-assisted 
transitions but they probably are of little consequence (Ref. 16). 
On the other hand, it may well be that because of the strong energy 
dependence of impact-ionization cross sections the effective 
threshold reflects the physical situation under consideration 
[E. O. Kane, J. Phys. Soc. Japan 21, Suppl., 37 (1966)]. 

19 C. R. Crowell and S. M. Sze, App!. Phys. Letters 9, 242 
(1966), where the reader will find suitable references. 

markable: An ionization threshold of one and a half 
times the energy gap reflects the state of affairs in 
direct-bandgap material with equal electron and hole 
masses, which may imply that specific features of the 
energy bands make little difference as far as effective 
thresholds for carrier multiplication are concerned. In 
this light it should be a good approximation to take 

(EK )=2£Er=3£Ea (8) 

for the average kinetic energy carried off by a pair of 
"degraded" electrons and holes; the factor £, of course, 
depends on the shape of the charge-carrier spectrum 
immediately after completion of the generation-multi-
plication cascade. This shape is difficult if not impossible 
to predict, and for obvious reasons.20 In the absence of 
more specific information we shall follow Shockley8 

(or POpOVI4) and assume that the hot-carrier population 
is more or less uniformly distributed in momentum space, 
up to the constant-energy surface Er. This means 
£=i in the case of a simple two-band (STB) configura-
tion compatible with threshold energies of ! Ea.21 In 
this context, reference should also be made to a recent 
paper by van Roosbroeck,22 where Monte Carlo tech-
niques are used to assess the impact of "transport 
effects," or more precisely of the mean-free-path ratio r, 
on the "final" distribution of radiation-induced carriers. 
These calculations23 demonstrate that the distributions 
are not really uniform and, therefore, that £ is likely to 
be a function of the phonon-loss pattern; strictly speak-
ing, this point should be taken into account if is to be 
evaluated rigorously. For instance, in the case of Si 

eV, Ea=1.1 eV) van Roosbroeck's "crazy car-
pentry" yields 2£ =0.92 vs 1.0 or 1.2 for uniform distri-
butions; incidentally, when fitting 'silicon data his 
starting assumptions lead to Er;:::;::,Ea, which we consider 
unacceptable. 

In summary, we shall proceed on the premise that 
the amount of radiation energy consumed per electron-
hole pair generated in a semiconductor must be ac-
counted for by a sum of three contributions: the in-
trinsic bandgap (Ea), optical phonon losses r(nwR) , and 
the residual kinetic energy (9/5) Ea. Thus, we take it 
that can be related to bandgap and Raman-phonon 
energies simply by writing 

(9) 

where r is to be treated as an adjustable parameter.24 

• 20 Note that £'Er represents an average energy, that is, it 
mvolves an integration over the whole distribution and thus may 
not be too sensitive regarding exact shapes. 

21 It is interesting to compare this to the frequently used £, value 
of ! that holds for uniform distributions in energy [see, e.g., J. 
Tauc, J. Phys. Chern. Solids 8, 219 (1959)]. 

22 See Ref. 11. 
23 They require drastic idealizations; in particular, they ignore 

the critical role of the density of states in the frequencv distribu-
tion of EK • . 

24 Henceforth, the number r will be interpreted as a mean-free-
path ratio for ionizing collisions and phonon emission. 
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    Nelectrons (Energy input)

Ne / Ein

Ne ⇠ Eg

Ne excited should 
depend on band-gap 

and energy input :

Experiments (circa Schottky, Bardeen, Klein et al.) found 
offsets, and excitation was thus parametrized as

Ne = Ein/✏

✏ = a1Eg + a0
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    Nelectrons (Energy input)
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It is seen in Fig. 5 that the measured results agree 
closely with Eq. (4.1.1). 

4.2. Measurement of Light-Modulator Bandwidth 

This measurement also employed the arrangement of 
Fig. 4. In this case, the value of V m was fixed while the 
input frequency was varied. For a given frequency ji, the 
peak first-order light intensity will be located at the 
point Xl =AFj;J S, where Xl is a linear spatial variable 
and F is the focal length of the integrating lens. If 
V (ji) is the voltage measured across RL when the 
scanning slit is located at the peak of the first order cor-
responding to a frequency ji, the bandpass character-
istics can be described by the expression 

10 log [ V(ji)/V(jO) [. ( 4.2.1) 

Measured results for shear and compression waves are 
presented in Figs. 6 and 7. 

As shown in Sees. 3 and 3.1, the frequency response 

actuallv includes the effect of the factor sin 'Y h. In 
these however, the transducer depths 
were such (4 mm for shear mode, 5 mm for compression 
mode) that, at the experimental frequencies, the effect 
of this factor was not significant. Therefore, it may be 
assumed that, since the transducer depths were rela-
tively small, the measured results in Figs. 6 and 7 
represent essentially the acoustic bandpass charac-
teristics of the ultrasonic transducers. It is seen that the 
bandwidths are approximately 50% of the resonant 
transducer frequencies, as expected. 

Measurements with transducers having greater 
values of L, which would experimentally determine the 
effect of light-amplitude modulation on the frequency 
response, were not made at this time. 
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Bandgap Dependence and Related Features of Radiation Ionization Energies 
in Semiconductors* 

CLAUDE A. KLEIN 
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(Received 23 October 1967) 

The problems dealt with concern the production of electron-hole pairs in a semiconductor exposed to 
high-energy radiation. The goal is to develop a simple phenomenological model capable of describing the 
present experimental situation from the standpoint of yield, variance, and bandgap dependence. We proceed 
on the premise that E, the average amount of radiation energy consumed per pair, can be accounted for by 
a sum of three contributions: the intrinsic bandgap (Eo), optical phonon losses r(hwR) , and the residual 
kinetic energy (9/5) Ea. The approach differs from prior treatments in the sense that the residual kinetic 
energy relates to a threshold for impact ionization taken to be !Eo in accordance with indications stem-
ming from studies of avalanching in p-n junctions. This model is subjected to three quantitative tests: 
(a) Fano-factor variations are found to reflect the relative weight of phonon losses [3(=r(hwR) / Eo], but 
residual energy fluctuations govern the statistical behavior for 3(2 ;50.3. An application to Ge yields good 
agreement with the best measurements available (F=0.13± 0.02 at 77 OK) . (b) The bandgap dependence 
of pair-creation energies conforms to the model [.= (14/5) &+r(hwR)] and suggests that optical phonon 
losses remain essentially constant [0.5Sr(flwR) S1.0 eV]. This would imply that the mean-free-path ratio 
for pair production and phonon emission (r='i..I/AR) is of the order of 10 or 20 for most semiconductors. 
(c) A detailed assessment of the situation in Si leads to the conclusion that, in this material, AI is approx 
400 A. The figure accords, roughly, with inferences made from the spectral distribution of hot electrons 
emitted by shallow junctions and thus points to "average" impacts occurring at about 5 eV; by the same 
token, it substantiates the conception of pairs originating either through plasmon decay or in the final 
stages of a branching process. 

I. INTRODUCTION 

The problems dealt with in this paper concern the 
production of electron-hole pairs in a semiconductor 
exposed to high-energy radiation.1 These problems are 

* A preliminary account of this work was presented at the 1967 
Washington Meeting of the American Physical Society [C. A. 
Klein, Bull. Am. Phys. Soc. 12, 573 (1967)]. 

I "High" compared to the bandgap energy Ea. 

complex because pair creation by fast particles proceeds 
through intermediate steps of ill-defined nature. Still, 
the questions involved are of interest because pair crea-
tion reflects energy dissipation by "hot" carriers re-
leased in a crystal lattice. Moreover, they are important 
because they bear upon the performance characteristics 
of semiconductor-device classes such as nuclear radia-
tion counters and electron-beam pumped lasers, which 
have demonstrated unusual technological capabilities. 
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It is seen in Fig. 5 that the measured results agree 
closely with Eq. (4.1.1). 

4.2. Measurement of Light-Modulator Bandwidth 

This measurement also employed the arrangement of 
Fig. 4. In this case, the value of V m was fixed while the 
input frequency was varied. For a given frequency ji, the 
peak first-order light intensity will be located at the 
point Xl =AFj;J S, where Xl is a linear spatial variable 
and F is the focal length of the integrating lens. If 
V (ji) is the voltage measured across RL when the 
scanning slit is located at the peak of the first order cor-
responding to a frequency ji, the bandpass character-
istics can be described by the expression 

10 log [ V(ji)/V(jO) [. ( 4.2.1) 

Measured results for shear and compression waves are 
presented in Figs. 6 and 7. 

As shown in Sees. 3 and 3.1, the frequency response 

actuallv includes the effect of the factor sin 'Y h. In 
these however, the transducer depths 
were such (4 mm for shear mode, 5 mm for compression 
mode) that, at the experimental frequencies, the effect 
of this factor was not significant. Therefore, it may be 
assumed that, since the transducer depths were rela-
tively small, the measured results in Figs. 6 and 7 
represent essentially the acoustic bandpass charac-
teristics of the ultrasonic transducers. It is seen that the 
bandwidths are approximately 50% of the resonant 
transducer frequencies, as expected. 

Measurements with transducers having greater 
values of L, which would experimentally determine the 
effect of light-amplitude modulation on the frequency 
response, were not made at this time. 
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The problems dealt with concern the production of electron-hole pairs in a semiconductor exposed to 
high-energy radiation. The goal is to develop a simple phenomenological model capable of describing the 
present experimental situation from the standpoint of yield, variance, and bandgap dependence. We proceed 
on the premise that E, the average amount of radiation energy consumed per pair, can be accounted for by 
a sum of three contributions: the intrinsic bandgap (Eo), optical phonon losses r(hwR) , and the residual 
kinetic energy (9/5) Ea. The approach differs from prior treatments in the sense that the residual kinetic 
energy relates to a threshold for impact ionization taken to be !Eo in accordance with indications stem-
ming from studies of avalanching in p-n junctions. This model is subjected to three quantitative tests: 
(a) Fano-factor variations are found to reflect the relative weight of phonon losses [3(=r(hwR) / Eo], but 
residual energy fluctuations govern the statistical behavior for 3(2 ;50.3. An application to Ge yields good 
agreement with the best measurements available (F=0.13± 0.02 at 77 OK) . (b) The bandgap dependence 
of pair-creation energies conforms to the model [.= (14/5) &+r(hwR)] and suggests that optical phonon 
losses remain essentially constant [0.5Sr(flwR) S1.0 eV]. This would imply that the mean-free-path ratio 
for pair production and phonon emission (r='i..I/AR) is of the order of 10 or 20 for most semiconductors. 
(c) A detailed assessment of the situation in Si leads to the conclusion that, in this material, AI is approx 
400 A. The figure accords, roughly, with inferences made from the spectral distribution of hot electrons 
emitted by shallow junctions and thus points to "average" impacts occurring at about 5 eV; by the same 
token, it substantiates the conception of pairs originating either through plasmon decay or in the final 
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I. INTRODUCTION 

The problems dealt with in this paper concern the 
production of electron-hole pairs in a semiconductor 
exposed to high-energy radiation.1 These problems are 

* A preliminary account of this work was presented at the 1967 
Washington Meeting of the American Physical Society [C. A. 
Klein, Bull. Am. Phys. Soc. 12, 573 (1967)]. 

I "High" compared to the bandgap energy Ea. 

complex because pair creation by fast particles proceeds 
through intermediate steps of ill-defined nature. Still, 
the questions involved are of interest because pair crea-
tion reflects energy dissipation by "hot" carriers re-
leased in a crystal lattice. Moreover, they are important 
because they bear upon the performance characteristics 
of semiconductor-device classes such as nuclear radia-
tion counters and electron-beam pumped lasers, which 
have demonstrated unusual technological capabilities. 

Downloaded 06 Aug 2013 to 130.126.32.13. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jap.aip.org/about/rights_and_permissions

Pivotal paper: Source of all our numbers
8



    Nelectrons (Energy input)
2034 CLAUDE A. KLEIN 

18 

16 

" ALPHAS 14 
0 ELECTRONS 

> 
'" PHOTONS 

r 12 
'-" 0:: 
W 
Z w 10 
z 
Q 
l-
e:( 8 !:::! z 
Q 

z 6 0 
t= 

gjI---- E=(4/5)E
G
+r('liw

R
) 

e:( 

C 0.5 r(iiwR) i.OeV 
e:( 4 0:: 

__ -L ____ L-__ -L ____ L-__ -L __ 

o 2 3 4 5 6 

BAND GAP ENERGY (eV) 

FIG. 3. Radiation-ionization energy, or average amount E of 
incident radiation energy (I' rays, fast electrons, or a particles) 
consumed per generated electron-hole pair, as a function of the 
bandgap width EG . References to relevant E data are given in Sec. 
IV of the text; the bandgaps are as indicated in R. A. Smith's 
Semiconductors (Cambridge University Press, London, 1959), 
but for PbO (yellow lead oxide), which was taken as reported by 
V. A. Izvozchikov in Sov. Phys.-Solid State 3, 1498 (1962). 
Within experimental uncertainty the data fit to a semiempirical 
law reflecting a certain degree of constancy in the phonon-loss 
term r(h_'R). 

The a contribution to statistical fluctuations in the 
number of pairs simply reflects the fraction of input 
energy dissipated to optical phonons: 

(15) 

if one makes use of (11). The 0 contribution, on the 
other hand, originates from fluctuations in the residual 
kinetic energy, and its evaluation requires some effort; 
assuming, .as we have done before, that uniform prob-
abilities together with STB configuration& provide a 
self -consistent if not an accurate approximation, it 
turns out that 

(16) 

In a first approximation our analysis thus leads to 

( 17) 

which shows that residual energy fluctuations control 
the statistical behavior for X 2 ;:50.3, though Fano-factor 
l'ariations are entirely determined by the relative im-
portance of optical phonon losses. Provided Eq. (12) 
holds, the dependence is as illustrated in Fig. 2. We 
note that F asymptotically approaches unity as phonon 

losses increase indefinitely but remains much smaller 
than one over a wide range of X values. This accords 
with the bulk of experimental evidence, which points to 
quantum-yield variances 

(J'2=FQ (18) 

corresponding to distributions that depart from Pois-
son's law 

The Fano factor concerns solely the generation of 
electron-hole pairs. In practice, therefore, any valid 
estimate of the intrinsic variance demands the elimina-
tion of all additional line-broadening effects, which 
appears quite delicate to achieve unambiguously. 
Recently, the question has been reexamined by Mann 
and collaborators,29 who conclude that in the case of 
germanium at liquid-nitrogen temperature the Fano 
factor could be as low as 0.13±0.02. The corresponding 
ionization efficiency is also known: 'Y = 0.25 according 
to Antman et al.30 In referring to Fig. 2 it is seen that an 
ionization efficiency of 25 % implies X = 1.2, which in 
turn points to a theoretical Fano factor of 0.11 virtually 
identical to Mann's measurement. But before accepting 
conclusions based on this surprising agreement, the 
reader should be cautioned: The agreement is trust-
worthy only to the extent that the pair-creation model 
described in Sec. II indeed conforms to the actual se-
quence of events incident to radiation-energy deposi-
tion. Nevertheless, it may perhaps be stated that: (a) 
The present performance characteristics of germanium 
particle detectors bdrder on their ultimate resolving 
power. (b) The calculations presented here yield Fano 
factors substantially below previous theoretical esti-
mates; hence, they are closer to the true state of affairs 
in Si and GeJ2 (c) Since both ionization efficiency and 
Fano factor lead to similar X values (1.2SXS 1.5 in 
Ge at 77°K) , we have reasons to believe that our 
model delivers essentially correct indications about 
losses to optical phonons. 

IV. THE BANDGAP DEPENDENCE 

In Fig. 3 are plotted all available data relevant to an 
investigation of the e-vs-& dependence in semicon-
ductors. In this regard, it should be borne in mind that 
pair production by means of 'Y rays, fast electrons, or a 
particles has received much attention in the framework 
of studies devoted to elemental semiconductors (ger-
manium, silicon, and diamond31), but interest in polar 

29 H. M. Mann, H. R. Bilger, and I. S. Sherman, IEEE Trans. 
NS-13:3, 252 (1966). Note added in proof: It now appears that 
in Ge at 77°K, F=O.129± O.OO3 [H. R. Bilger, Phys. Rev. 163, 
238 (1967)]. 

30 S. O. Antman, D. A. Landis, and R. H. Pehl, Nuc!. Instr. 
Methods 40, 272 (1966). Their E value is believed highly accurate 
(for a discussion, see Ref. 2). On the other hand, judging from the 
work reported in Ref. 29 their Fano-factor estimate must be 
discarded. 

31 Apropos of diamond it is felt that the wide range of E values 
which have been obtained [d. P. J. Kennedy, Proc. Roy. Soc. 
A253, 37 (1959) ] renders quantitative considerations inappro-
priate in the context of the present paper; yet, see Fig. 3. 

Downloaded 06 Aug 2013 to 130.126.32.13. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jap.aip.org/about/rights_and_permissions

2032 CLAUDE A. KLEIN 

Raman quanta (hWR),1 5 Accordingly, if we set 

( 7) 

it follows that r represents the average number of 
phonons per pair generated during phase one of the 
energy-dissipation scenario (see Fig. 1). In this light, 
we may regard r as indicative of the probability for 
phonon emission compared to pair creation. Actually, 
if it is true that most of the pairs are produced in col-
lisions occurring at energies ranging from a threshold 
value Er up to, let's say, a few times Er, the number r 
then becomes simply the ratio of the mean free paths 
for intrinsic impact ionization and Raman-phonon emis-
sion suitably averaged over the "active" carrier dis-
tribution (r= (Ar/AR»' Very roughly, since the high-
frequency modes are not normally excited at room 
temperature, AR assimilates to a mean free path for 
optical phonon scattering, and thus may be looked upon 
as essentially constant,16 This is certainly not the case 
with Al because of the strong energy dependence of the 
pair-production mechanisml7 ; the question, however, 
does not affect our immediate preoccupations and can 
be postponed until later (Sec. IV). 

First, we wish to consider the question of the thresh-
old energy for impact ionization; in other words, the 
question of how much energy a carrier must have in 
order to be able to produce an electron-hole pair in 
colliding with valence-band electrons. The existence of 
an ionization threshold Er is well established, but how 
it relates to the forbidden gap and other features of the 
band structure still remains difficult to ascertain.ls 
Fortunately, carrier multiplication that accompanies 
avalanche-breakdown phenomena in p-n junctions 
bears on this problem and has received considerable 
attention. It now appears that EI values of ! Ea are 
"most appropriate" 19 in fitting secondary ionization-
rate data for Ge, Si, GaAs, as well as GaP. This is re-

15 Strictly speaking, it is by no means certain that optical 
phonon emission constitutes the dominant scattering mechanism 
in the energy range we are concerned with. In Ge and GaAs, e.g., 
Conwell considers it likely that intervalley acoustic scattering will 
be more important [see her comments following R. A. Logan and 
S. M. Sze, J. Phys. Soc. Japan 21, Supp!., 434 (1966)]. However, 
since the relevant phonons have wavevectors biased towards 
zone-edge values they should be comparable in energy to hwR , 
so that it might be immaterial to consider "details" of this sort. 

16 Following P. A. Wolff, Phys. Rev. 95, 1415 (1954). 
17 Right at the threshold the cross section is evidently zero but 

rises rapidly as very fast carriers are presumed to dissipate their 
energy through impact-ionization scattering rather than other 
inelastic encounters (see Sec. V). 

18 The threshold is normally found to be larger than the bandgap 
because of the requirement to conserve k [see, e.g., the calculations 
of J. R. Hauser, J. App!. Phys. 37, 507 (1966)]. It can be argued 
that some ambiguity arises in connection with phonon-assisted 
transitions but they probably are of little consequence (Ref. 16). 
On the other hand, it may well be that because of the strong energy 
dependence of impact-ionization cross sections the effective 
threshold reflects the physical situation under consideration 
[E. O. Kane, J. Phys. Soc. Japan 21, Suppl., 37 (1966)]. 

19 C. R. Crowell and S. M. Sze, App!. Phys. Letters 9, 242 
(1966), where the reader will find suitable references. 

markable: An ionization threshold of one and a half 
times the energy gap reflects the state of affairs in 
direct-bandgap material with equal electron and hole 
masses, which may imply that specific features of the 
energy bands make little difference as far as effective 
thresholds for carrier multiplication are concerned. In 
this light it should be a good approximation to take 

(EK )=2£Er=3£Ea (8) 

for the average kinetic energy carried off by a pair of 
"degraded" electrons and holes; the factor £, of course, 
depends on the shape of the charge-carrier spectrum 
immediately after completion of the generation-multi-
plication cascade. This shape is difficult if not impossible 
to predict, and for obvious reasons.20 In the absence of 
more specific information we shall follow Shockley8 

(or POpOVI4) and assume that the hot-carrier population 
is more or less uniformly distributed in momentum space, 
up to the constant-energy surface Er. This means 
£=i in the case of a simple two-band (STB) configura-
tion compatible with threshold energies of ! Ea.21 In 
this context, reference should also be made to a recent 
paper by van Roosbroeck,22 where Monte Carlo tech-
niques are used to assess the impact of "transport 
effects," or more precisely of the mean-free-path ratio r, 
on the "final" distribution of radiation-induced carriers. 
These calculations23 demonstrate that the distributions 
are not really uniform and, therefore, that £ is likely to 
be a function of the phonon-loss pattern; strictly speak-
ing, this point should be taken into account if is to be 
evaluated rigorously. For instance, in the case of Si 

eV, Ea=1.1 eV) van Roosbroeck's "crazy car-
pentry" yields 2£ =0.92 vs 1.0 or 1.2 for uniform distri-
butions; incidentally, when fitting 'silicon data his 
starting assumptions lead to Er;:::;::,Ea, which we consider 
unacceptable. 

In summary, we shall proceed on the premise that 
the amount of radiation energy consumed per electron-
hole pair generated in a semiconductor must be ac-
counted for by a sum of three contributions: the in-
trinsic bandgap (Ea), optical phonon losses r(nwR) , and 
the residual kinetic energy (9/5) Ea. Thus, we take it 
that can be related to bandgap and Raman-phonon 
energies simply by writing 

(9) 

where r is to be treated as an adjustable parameter.24 

• 20 Note that £'Er represents an average energy, that is, it 
mvolves an integration over the whole distribution and thus may 
not be too sensitive regarding exact shapes. 

21 It is interesting to compare this to the frequently used £, value 
of ! that holds for uniform distributions in energy [see, e.g., J. 
Tauc, J. Phys. Chern. Solids 8, 219 (1959)]. 

22 See Ref. 11. 
23 They require drastic idealizations; in particular, they ignore 

the critical role of the density of states in the frequencv distribu-
tion of EK • . 

24 Henceforth, the number r will be interpreted as a mean-free-
path ratio for ionizing collisions and phonon emission. 
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Raman quanta (hWR),1 5 Accordingly, if we set 

( 7) 

it follows that r represents the average number of 
phonons per pair generated during phase one of the 
energy-dissipation scenario (see Fig. 1). In this light, 
we may regard r as indicative of the probability for 
phonon emission compared to pair creation. Actually, 
if it is true that most of the pairs are produced in col-
lisions occurring at energies ranging from a threshold 
value Er up to, let's say, a few times Er, the number r 
then becomes simply the ratio of the mean free paths 
for intrinsic impact ionization and Raman-phonon emis-
sion suitably averaged over the "active" carrier dis-
tribution (r= (Ar/AR»' Very roughly, since the high-
frequency modes are not normally excited at room 
temperature, AR assimilates to a mean free path for 
optical phonon scattering, and thus may be looked upon 
as essentially constant,16 This is certainly not the case 
with Al because of the strong energy dependence of the 
pair-production mechanisml7 ; the question, however, 
does not affect our immediate preoccupations and can 
be postponed until later (Sec. IV). 

First, we wish to consider the question of the thresh-
old energy for impact ionization; in other words, the 
question of how much energy a carrier must have in 
order to be able to produce an electron-hole pair in 
colliding with valence-band electrons. The existence of 
an ionization threshold Er is well established, but how 
it relates to the forbidden gap and other features of the 
band structure still remains difficult to ascertain.ls 
Fortunately, carrier multiplication that accompanies 
avalanche-breakdown phenomena in p-n junctions 
bears on this problem and has received considerable 
attention. It now appears that EI values of ! Ea are 
"most appropriate" 19 in fitting secondary ionization-
rate data for Ge, Si, GaAs, as well as GaP. This is re-

15 Strictly speaking, it is by no means certain that optical 
phonon emission constitutes the dominant scattering mechanism 
in the energy range we are concerned with. In Ge and GaAs, e.g., 
Conwell considers it likely that intervalley acoustic scattering will 
be more important [see her comments following R. A. Logan and 
S. M. Sze, J. Phys. Soc. Japan 21, Supp!., 434 (1966)]. However, 
since the relevant phonons have wavevectors biased towards 
zone-edge values they should be comparable in energy to hwR , 
so that it might be immaterial to consider "details" of this sort. 

16 Following P. A. Wolff, Phys. Rev. 95, 1415 (1954). 
17 Right at the threshold the cross section is evidently zero but 

rises rapidly as very fast carriers are presumed to dissipate their 
energy through impact-ionization scattering rather than other 
inelastic encounters (see Sec. V). 

18 The threshold is normally found to be larger than the bandgap 
because of the requirement to conserve k [see, e.g., the calculations 
of J. R. Hauser, J. App!. Phys. 37, 507 (1966)]. It can be argued 
that some ambiguity arises in connection with phonon-assisted 
transitions but they probably are of little consequence (Ref. 16). 
On the other hand, it may well be that because of the strong energy 
dependence of impact-ionization cross sections the effective 
threshold reflects the physical situation under consideration 
[E. O. Kane, J. Phys. Soc. Japan 21, Suppl., 37 (1966)]. 

19 C. R. Crowell and S. M. Sze, App!. Phys. Letters 9, 242 
(1966), where the reader will find suitable references. 

markable: An ionization threshold of one and a half 
times the energy gap reflects the state of affairs in 
direct-bandgap material with equal electron and hole 
masses, which may imply that specific features of the 
energy bands make little difference as far as effective 
thresholds for carrier multiplication are concerned. In 
this light it should be a good approximation to take 

(EK )=2£Er=3£Ea (8) 

for the average kinetic energy carried off by a pair of 
"degraded" electrons and holes; the factor £, of course, 
depends on the shape of the charge-carrier spectrum 
immediately after completion of the generation-multi-
plication cascade. This shape is difficult if not impossible 
to predict, and for obvious reasons.20 In the absence of 
more specific information we shall follow Shockley8 

(or POpOVI4) and assume that the hot-carrier population 
is more or less uniformly distributed in momentum space, 
up to the constant-energy surface Er. This means 
£=i in the case of a simple two-band (STB) configura-
tion compatible with threshold energies of ! Ea.21 In 
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paper by van Roosbroeck,22 where Monte Carlo tech-
niques are used to assess the impact of "transport 
effects," or more precisely of the mean-free-path ratio r, 
on the "final" distribution of radiation-induced carriers. 
These calculations23 demonstrate that the distributions 
are not really uniform and, therefore, that £ is likely to 
be a function of the phonon-loss pattern; strictly speak-
ing, this point should be taken into account if is to be 
evaluated rigorously. For instance, in the case of Si 

eV, Ea=1.1 eV) van Roosbroeck's "crazy car-
pentry" yields 2£ =0.92 vs 1.0 or 1.2 for uniform distri-
butions; incidentally, when fitting 'silicon data his 
starting assumptions lead to Er;:::;::,Ea, which we consider 
unacceptable. 

In summary, we shall proceed on the premise that 
the amount of radiation energy consumed per electron-
hole pair generated in a semiconductor must be ac-
counted for by a sum of three contributions: the in-
trinsic bandgap (Ea), optical phonon losses r(nwR) , and 
the residual kinetic energy (9/5) Ea. Thus, we take it 
that can be related to bandgap and Raman-phonon 
energies simply by writing 

(9) 

where r is to be treated as an adjustable parameter.24 

• 20 Note that £'Er represents an average energy, that is, it 
mvolves an integration over the whole distribution and thus may 
not be too sensitive regarding exact shapes. 

21 It is interesting to compare this to the frequently used £, value 
of ! that holds for uniform distributions in energy [see, e.g., J. 
Tauc, J. Phys. Chern. Solids 8, 219 (1959)]. 

22 See Ref. 11. 
23 They require drastic idealizations; in particular, they ignore 

the critical role of the density of states in the frequencv distribu-
tion of EK • . 

24 Henceforth, the number r will be interpreted as a mean-free-
path ratio for ionizing collisions and phonon emission. 
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phonon emission compared to pair creation. Actually, 
if it is true that most of the pairs are produced in col-
lisions occurring at energies ranging from a threshold 
value Er up to, let's say, a few times Er, the number r 
then becomes simply the ratio of the mean free paths 
for intrinsic impact ionization and Raman-phonon emis-
sion suitably averaged over the "active" carrier dis-
tribution (r= (Ar/AR»' Very roughly, since the high-
frequency modes are not normally excited at room 
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as essentially constant,16 This is certainly not the case 
with Al because of the strong energy dependence of the 
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old energy for impact ionization; in other words, the 
question of how much energy a carrier must have in 
order to be able to produce an electron-hole pair in 
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it relates to the forbidden gap and other features of the 
band structure still remains difficult to ascertain.ls 
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avalanche-breakdown phenomena in p-n junctions 
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phonon emission constitutes the dominant scattering mechanism 
in the energy range we are concerned with. In Ge and GaAs, e.g., 
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since the relevant phonons have wavevectors biased towards 
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so that it might be immaterial to consider "details" of this sort. 
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rises rapidly as very fast carriers are presumed to dissipate their 
energy through impact-ionization scattering rather than other 
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18 The threshold is normally found to be larger than the bandgap 
because of the requirement to conserve k [see, e.g., the calculations 
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energy bands make little difference as far as effective 
thresholds for carrier multiplication are concerned. In 
this light it should be a good approximation to take 
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for the average kinetic energy carried off by a pair of 
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depends on the shape of the charge-carrier spectrum 
immediately after completion of the generation-multi-
plication cascade. This shape is difficult if not impossible 
to predict, and for obvious reasons.20 In the absence of 
more specific information we shall follow Shockley8 

(or POpOVI4) and assume that the hot-carrier population 
is more or less uniformly distributed in momentum space, 
up to the constant-energy surface Er. This means 
£=i in the case of a simple two-band (STB) configura-
tion compatible with threshold energies of ! Ea.21 In 
this context, reference should also be made to a recent 
paper by van Roosbroeck,22 where Monte Carlo tech-
niques are used to assess the impact of "transport 
effects," or more precisely of the mean-free-path ratio r, 
on the "final" distribution of radiation-induced carriers. 
These calculations23 demonstrate that the distributions 
are not really uniform and, therefore, that £ is likely to 
be a function of the phonon-loss pattern; strictly speak-
ing, this point should be taken into account if is to be 
evaluated rigorously. For instance, in the case of Si 
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pentry" yields 2£ =0.92 vs 1.0 or 1.2 for uniform distri-
butions; incidentally, when fitting 'silicon data his 
starting assumptions lead to Er;:::;::,Ea, which we consider 
unacceptable. 

In summary, we shall proceed on the premise that 
the amount of radiation energy consumed per electron-
hole pair generated in a semiconductor must be ac-
counted for by a sum of three contributions: the in-
trinsic bandgap (Ea), optical phonon losses r(nwR) , and 
the residual kinetic energy (9/5) Ea. Thus, we take it 
that can be related to bandgap and Raman-phonon 
energies simply by writing 
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where r is to be treated as an adjustable parameter.24 

• 20 Note that £'Er represents an average energy, that is, it 
mvolves an integration over the whole distribution and thus may 
not be too sensitive regarding exact shapes. 

21 It is interesting to compare this to the frequently used £, value 
of ! that holds for uniform distributions in energy [see, e.g., J. 
Tauc, J. Phys. Chern. Solids 8, 219 (1959)]. 

22 See Ref. 11. 
23 They require drastic idealizations; in particular, they ignore 

the critical role of the density of states in the frequencv distribu-
tion of EK • . 

24 Henceforth, the number r will be interpreted as a mean-free-
path ratio for ionizing collisions and phonon emission. 

Downloaded 06 Aug 2013 to 130.126.32.13. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jap.aip.org/about/rights_and_permissions

“L … depends on the shape of the charge-carrier 
spectrum … This shape is difficult if not impossible to 
predict, …. assume…uniformly distribute in 
momentum space… simple two-band configuration” 

12



    Nelectrons (Energy input), practical issues

Phonon branches and electronic bands in Ge 

ω vs k rep.
13



Phonon spectrum is far richer than one Raman band. 

At low ~eV energies, other (acoustic, inter-valley etc.) phonon 
contributions matter.  Furthermore, rates “turn-on” w/ energy
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Figure 2.15: Total scattering rates used for ELECTRONS at T = 40 mK, calculated
under isotropic approximations. a. Conwell-Weisskopf ionized impurity scattering
rate at NI = 1010 cm�3 b. acoustic phonon emission c. slow-transverse intervalley
phonon emission d. intervalley phonon emission e. optical phonon emission

Figure 2.16: Some select total scattering rates used for HOLES at T = 40 mK,
calculated under isotropic approximations. a. Conwell-Weisskopf ionized impurity
scattering rate at NI = 1010 cm�3 b. acoustic phonon emission for heavy-to-heavy
band transitions c. acoustic phonon emission for heavy-to-light band transitions d.
optical phonon emission for heavy-to-heavy band transitions

Kyle Sundqvist’s thesis

14



Thermalization is actually complicated: e/h spectrum is not two II bands 

Multiple electron-phonon excitations between multiple quantum states, 
with transition probabilities that change with energy and “temperature” 

    Nelectrons (Energy input), practical issues
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Interlude
How do we compute bands ? 

Semiconductor Detectors Helmuth Spieler
SLUO Lectures on Detector Techniques, October 23, 1998 LBNL

14

Semiconductor Crystals

Lattice structure of diamond, Si, Ge  (“diamond lattice”)

(from Schockley)

dimension a: lattice constant Diamond: 3.56 Å
Ge: 5.65 Å
Si: 5.43 Å

Extent of wavefunctions of typical constituent atoms:

(from Schockley)

Fixed lattice, Bloch wave functions
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Semiconductor Crystals

Lattice structure of diamond, Si, Ge  (“diamond lattice”)

(from Schockley)

dimension a: lattice constant Diamond: 3.56 Å
Ge: 5.65 Å
Si: 5.43 Å

Extent of wavefunctions of typical constituent atoms:

(from Schockley)

Eigen-modes, 
perturbations around 

a fixed lattice

16 2 Electron–Phonon Interaction

For small oscillations we may keep terms of the second order in u jµ only. We
then have

V ≃ V ′ ≡
∑

j

∑

µ

∑

k

∑

ν

1
2

A jµkνu jµukν, (2.4)

A jµkν ≡
[

!2V
!u jµ!ukν

]

0

. (2.5)

The prime (′) on V indicating the harmonic approximation, will be dropped here-
after. The kinetic energy of the system is

T ≡
∑

j

m
2

ṙ2
j =

∑

j

m
2

u̇2
j ≡

∑

j

∑

µ

m
2

u̇2
jµ. (2.6)

We can now write down the Lagrangian L ≡ T − V as

L =
∑

j

∑

µ

m
2

u̇2
jµ −

∑

j

∑

µ

∑

k

∑

ν

1
2

A jµkνu jµukν . (2.7)

This Lagrangian L in the harmonic approximation is quadratic in u jµ and u̇ jµ.
According to theory of the principal-axis transformation [1], we can transform the
Hamiltonian (total energy) H = T + V for the system into the sum of the energies
of the normal modes of oscillations:

H =
3N∑

κ=1

1
2

(P2
κ + ω2

κ Q2
κ ), (2.8)

where {Qκ , Pκ} are the normal coordinates and momenta, and {ωκ} are normal-
mode frequencies. Note that there are exactly 3N normal modes.

Let us first calculate the heat capacity by means of classical statistical mechan-
ics. This Hamiltonian H is quadratic in canonical variables (Qκ , Pκ ). Hence the
equipartition theorem holds. We multiply the average thermal energy for each mode,
kB T , by the number of modes, 3N , and obtain 3NkB T for the average energy ⟨H⟩.
Differentiating this 3NkB T with respect to T , we obtain 3NkB for the heat capacity,
which is in agreement with Dulong–Petit’s law: C = 3R. It is interesting to observe
that we obtained this result without knowing the actual distribution of normal-mode
frequencies. The fact that there are 3N normal modes played an important role.

Let us now use quantum theory and calculate the heat capacity based on Equation
(2.8). The energy eigenvalues of the Hamiltonian H are given by

E[{nk}] =
∑

κ

(
1
2

+ nκ

)
!ωκ , nκ = 0, 1, 2, · · · . (2.9)
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Interlude

How do we compute 
Electrons (VB/ CB)? 

n(E) =

g(E)

exp

⇣
E�µ
kT

⌘
+ 1

viz. what’s the temperature ?
18



Interlude

During the initial high energy cascades, 
 there is no “fixed” lattice, or “small” perturbations.  

Dislocations and large amplitude nuclear motion, imply 
very high local temperatures & nonlinear potentials 

We do not have a solid any more !! 

Non-equilibrium stat. mech. can’t integrate away !! 
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“… that’s good, equilibrium 
thermodynamics is the only 
thermodynamics I know.” — 

E.Dahl, earlier today

thus, we are not-good ?



Figure 3-5: The results of atomic collision cascade simulations, adapted from Nord-
lund et al. [89]. On the left, the number of above-melting-energy atoms as a function
of time is shown for a 10 keV nuclear recoil. In the center, the spacial distribution
of above-melting-energy atoms is shown for an example 10 keV Ge nuclear recoil,
at the time of peak melt volume. The bounding box is ⇠20 nm on a side. On the
right, the location of the resulting crystal lattice defects for the same event is shown.
Squares show the locations of vacancies and circles show the locations of interstitials
(two types of defects). It can be seen that in some region, the an amorphous state
dominates. Some later di↵usion and merging of these lattice defects may occur.
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Figure 3-6: Nuclear recoil charge yield measurements in both Ge (left) and Si (right).
Dashed lines represent the expectation from the Lindhard description. For Ge, a
slightly better agreement with the measurements in the literature can be described
using a fitted function (solid black line, for which k=0.235 and a linear slope parameter
Y = (0.795)YLindhard is added). These measurements are taken from many authors[39,
40, 38, 65, 66, 84, 97, 23, 20, 101, 100, 25, 96, 115, 57, 45], and the plot is from a
CDMS paper on nuclear recoil ionization yield currently in preparation, to appear in
NIMA.
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Interlude

Yet it might also be possible that a general theory could not be found 
for non-equilibrium, like Goldenfeld and Kadanoff’s opinion, “there 
no general laws for complexity…Maybe physics studies will become 
more like human experience”. 
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Figure 7. QE e�ciency variations relative to the nominal
operating temperature of 173 K.

ture dependence coe�cient of ↵ = 0.5%/oK. Given this
factor, the QE stability requirement for DES translates
into a temperature stability specification of variations
smaller than 0.25 K during any period of 12 hours.

4. LATERAL CHARGE DIFFUSION

As mentioned above, the DECam detectors achieve
higher quantum e�ciency than commonly used astro-
nomical CCDs because they are 250 µm thick instead
of the typical ⇡30 µm. This means that some charge
is produced far away from the minimum potential well,
where it is stored until readout. During their transit
inside the depletion region, the charge carriers (holes)
could also move in the direction perpendicular to the
pixel boundaries. This e↵ect, called charge di↵usion,
has to be kept under control in order to avoid a sig-
nificant degradation in the image quality. The CCDs
used in most astronomical instruments until now are
thinned to <30 µm to reduce the charge di↵usion. For
the DECam CCDs, a substrate voltage is applied to the
back surface to control di↵usion and obtain acceptable
image quality. These detectors are fabricated on high-
resistivity Si to allow for a full depletion with relatively
low substrate voltages (40 V).

A tool commonly used in the characterization of
CCD detectors is the exposure to X-rays from an 55Fe
source.17 The main emission of the 55Fe source is a 5.9
keV X-ray. An example of the energy spectrum seen in
a DECam CCD is shown in Fig. 9. The size of X-ray
hits in a back illuminated CCD provides a measure-
ment of the di↵usion. A 5.9 keV X-ray produced by an
55Fe source will penetrate only about 20 µm into the

Figure 8. Spectrum obtained for the reconstructed X-ray
hits in an 55Fe exposure of a DECam CCD. The arrows are
marking the direct X-rays from the source K↵=5.9 keV and
K↵=6.5 keV. K↵ and K� escape lines at 4.2 and 4.8 keV,
and the Si X-ray at 1.7 keV. The factor of 3.64 eV/e� is
used to covert from charge to ionization energy.

silicon before producing a charge pair.17 The charge
will have to travel most of the Si thickness before it can
be stored under the potential well. As a result of this
process, 55Fe X-rays will produce in the detector hits
with the size determined by the lateral di↵usion.

The di↵usion measurements for DECam CCDs us-
ing X-rays is shown in Fig. 9. The size of the x-ray
hits is measured in the CCD images by calculating
the first order moments of the reconstructed events.
This measurement done with X-rays is consistent with
measurements using optical methods also done for DE-
Cam detectors18 and other thick detectors developed by
LBNL19.20 The optical measurements are shown Fig.10.
For these detectors we also measure the impact of the
operating temperature on the lateral charge di↵usion,
and the results are shown in Fig.9

As an additional check of the image quality for DE-
Cam we built a star projector using a slow optical sys-
tem and a 10 µm circular pinhole. The image of the
pinhole was focused on the CCD surface. The image
produced with this system is shown in Fig.11 and has
a size of FWHM=1.57 pixels. Considering the DECam
pixel scale of 0.27”/pixel, this would be equivalent to
FWHM=0.4” better than the PSF expected on the best
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ABSTRACT

The Dark Energy Camera is an wide field imager cur-
rently under construction for the Dark Energy Survey.
This instrument will use fully depleted 250 µm thick
CCD detectors selected for their higher quantum e�-
ciency in the near infrared with respect to thinner de-
vices. The detectors were developed by LBNL using
high resistivity Si substrate. The full set of scientific
detectors needed for DECam has now been fabricated,
packaged and tested. We present here the results of
the testing and characterization for these devices and
compare these results with the technical requirements
for the Dark Energy Survey.

1. DECAM CCDS AND THE DES
TECHNICAL REQUIREMENTS

The Dark Energy Survey (DES) is a project planning
to map 5000 sq-deg of the southern galactic cap using
a new imager to be installed at the prime focus of the
the Blanco 4m Telescope at CTIO, in Chile. A gen-
eral overview of this project is discussed in Ref.1 and
references therein. In order to accomplish the scientific
goals for the survey an imager with a field of view of 3
sq-deg is under construction, scheduled to be completed
early in 2011. The DECam focal plane is composed of
62 2k x 4k CCDs for producing the science images and
12 2k x 2k CCDs to be used for guiding and focusing.

The detectors to be used on the DECam focal plane
have been produced and tested and are ready to be
mounted on the imager. In this paper we present the
technical requirements for the focal plane detectors and
discuss in detail some aspects of the characterization

done for these CCDs. Details of the DECam focal plane
can be found in Ref.1

The design of the DECam imager is optimized for
DES which requires observation of galaxies up to red-
shift z⇡1.3. This establishes strong specifications on
the e�ciency of the DECam detectors in the red and
near-infrared. Recent advances in CCD technology2

allow the fabrication of high resistivity (⇠ 10k⌦cm)
detectors, up to ⇠ 300 µm thick, which are fully de-
pleted at relatively low voltages. These CCDs have a
significantly higher e�ciency in the near-infrared and
for this reason are the optical detectors chosen by sev-
eral groups building new mosaic cameras for astron-
omy, such as DECam3,4 and HyperSuprime.6 This type
of detector was also selected by the SNAP team for
their proposed instrument.5 The DECam CCDs are
discussed in Refs.3,7, 8, 9

A cartoon of the devices developed by Lawrence
Berkeley National Laboratory (LBNL)2 that will to be
used in the DECam focal plane is presented in Fig. 1.
It is a back illuminated, p-channel CCD thinned to 250
µm and biased from the back side to be fully depleted.
The charge collected in the depletion region is stored
in the buried channels established a few µm away from
the the gate electrodes. The holes produced near the
back surface must travel the full thickness of the device
to reach the potential well. The detectors to be used
for science imaging have 2k x 4k pixels and two readout
channels located at the end of a serial register divided
in two halves. A flat exposure obtained for one of the
DECam CCDs is shown in Fig. 2. The detectors used
for guiding and focus will be the same type of CCDs
but in a 2k x 2k format. Both types have 15 µm x 15
µm pixels.
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    Nelectrons (Energy input & temperature)

This matters (a lot / little ?) 

Ionization efficiency clearly 
changes with base temperature 

thermally assisted e/h production 
is often used, but not 

characterized at low energies 
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    Nelectrons (Energy input & temp. & electric field)

Temperature statistically increases probability of V -> C 

Increased electric field can assist by fighting recombination 

Crystal symmetry can matter
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    Nelectrons (Energy input & temp. & electric field)

Increased electric field can over-assist via impact Ionization

Fig. B.3 shows a sketch of impact ionization. An electron (red) is tunneled out, gains su�cient
kinetic energy to impact and knock out successive electrons in shallow traps (blue and purple).

Figure B.3: A sketch demonstrating production of ionization via impacts (phonon exchanges shown by
blue wavy lines) from electrons that tunnel out, drift and gain su�cient kinetic energy. Such cascade like
processes can enhance the rate of leakage current.

The combination of these varied many-body phenomena forces such calculations to be out side
the scope of this thesis. This section simply argues from basic physics, why CDMSlite detectors
should have an initial leakage current that settles with time, and how the expectations are crudely
matched by measurements.
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RBT’s thesis
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    Nelectrons (Energy input & temp. & electric field)

Other issues: 

Auto-ionization: D_ /A+  impurities ionize 
due to an external electric field. Anion 
states may ionize at fields of ~O(10) V/cm  

Field emission: Potential drops at Si / 
metal junction can induce tunneling 

Schottky effects: Band-gap upturns 
play against field and thermally assisted 
charge propagation 

 …. oblique propagation / charge trapping etc. 
how do these factor when Nelectron ~ O(1)
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    Nelectrons (Energy input & temp. & electric field)

Normal Linear 
High Field 
Low Fileld 
High Temp

Ne/h

Ein
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    Nelectrons (nuclear recoils x everything else)

CDMS: 4V and 50 mK 
TEXONO / CoGeNT: ~kV and >> 50 mK
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Ending comments

Detectors will be probing ~O(10) eV range very soon 

We must include atomic physics nuances in our studies 

Parallel to all our calibration efforts, we must test systematics 
to get a better handle on how we infer energy scales 

Note:  
I didn’t comment on Fano or second moment, just the mean 
ionization efficiencies… we’d need to nail down Fano as well!

Thanks!
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