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Fig. 1. Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency-averaged
temperature spectrum computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters de-
termined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm, computed over 94 % of the sky. The best-fit base ⇤CDM theoreti-
cal spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown
in the lower panel. The error bars show ±1� uncertainties.

The large upward shift in Ase�2⌧ reflects the change in the abso-
lute calibration of the HFI. As noted in Sect. 2.3, the 2013 analy-
sis did not propagate an error on the Planck absolute calibration
through to cosmological parameters. Coincidentally, the changes
to the absolute calibration compensate for the downward change
in ⌧ and variations in the other cosmological parameters to keep
the parameter �8 largely unchanged from the 2013 value. This
will be important when we come to discuss possible tensions
between the amplitude of the matter fluctuations at low redshift
estimated from various astrophysical data sets and the Planck
CMB values for the base ⇤CDM cosmology (see Sect. 5.6).

(4) Likelihoods. Constructing a high-multipole likelihood for
Planck, particularly with T E and EE spectra, is complicated
and di�cult to check at the sub-� level against numerical
simulations because the simulations cannot model the fore-
grounds, noise properties, and low-level data processing of
the real Planck data to su�ciently high accuracy. Within the
Planck collaboration, we have tested the sensitivity of the re-
sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2016). The most highly developed of

them are the CamSpec and revised Plik pipelines. For the 2015
Planck papers, the Plik pipeline was chosen as the baseline.
Column 6 of Table 1 lists the cosmological parameters for base
⇤CDM determined from the Plik cross-half-mission likeli-
hood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations,
and multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasize that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on
the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for temperature-to-polarization leakage). The theoretical T E and
EE spectra plotted in the upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with
respect to this theoretical model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the
lower panels show the best-fit temperature-to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and
EE spectra.
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Fig. 3. Frequency-averaged T E and EE spectra (without fitting for temperature-to-polarization leakage). The theoretical T E and
EE spectra plotted in the upper panel of each plot are computed from the Planck TT+lowP best-fit model of Fig. 1. Residuals with
respect to this theoretical model are shown in the lower panel in each plot. The error bars show ±1� errors. The green lines in the
lower panels show the best-fit temperature-to-polarization leakage model of Eqs. (11a) and (11b), fitted separately to the T E and
EE spectra.
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Fig. 1. Planck 2015 temperature power spectrum. At multipoles ` � 30 we show the maximum likelihood frequency-averaged
temperature spectrum computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters de-
termined from the MCMC analysis of the base ⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum
estimates from the Commander component-separation algorithm, computed over 94 % of the sky. The best-fit base ⇤CDM theoreti-
cal spectrum fitted to the Planck TT+lowP likelihood is plotted in the upper panel. Residuals with respect to this model are shown
in the lower panel. The error bars show ±1� uncertainties.

The large upward shift in Ase�2⌧ reflects the change in the abso-
lute calibration of the HFI. As noted in Sect. 2.3, the 2013 analy-
sis did not propagate an error on the Planck absolute calibration
through to cosmological parameters. Coincidentally, the changes
to the absolute calibration compensate for the downward change
in ⌧ and variations in the other cosmological parameters to keep
the parameter �8 largely unchanged from the 2013 value. This
will be important when we come to discuss possible tensions
between the amplitude of the matter fluctuations at low redshift
estimated from various astrophysical data sets and the Planck
CMB values for the base ⇤CDM cosmology (see Sect. 5.6).

(4) Likelihoods. Constructing a high-multipole likelihood for
Planck, particularly with T E and EE spectra, is complicated
and di�cult to check at the sub-� level against numerical
simulations because the simulations cannot model the fore-
grounds, noise properties, and low-level data processing of
the real Planck data to su�ciently high accuracy. Within the
Planck collaboration, we have tested the sensitivity of the re-
sults to the likelihood methodology by developing several in-
dependent analysis pipelines. Some of these are described in
Planck Collaboration XI (2016). The most highly developed of

them are the CamSpec and revised Plik pipelines. For the 2015
Planck papers, the Plik pipeline was chosen as the baseline.
Column 6 of Table 1 lists the cosmological parameters for base
⇤CDM determined from the Plik cross-half-mission likeli-
hood, together with the lowP likelihood, applied to the 2015
full-mission data. The sky coverage used in this likelihood is
identical to that used for the CamSpec 2015F(CHM) likelihood.
However, the two likelihoods di↵er in the modelling of instru-
mental noise, Galactic dust, treatment of relative calibrations,
and multipole limits applied to each spectrum.

As summarized in column 8 of Table 1, the Plik and
CamSpec parameters agree to within 0.2�, except for ns, which
di↵ers by nearly 0.5�. The di↵erence in ns is perhaps not sur-
prising, since this parameter is sensitive to small di↵erences in
the foreground modelling. Di↵erences in ns between Plik and
CamSpec are systematic and persist throughout the grid of ex-
tended ⇤CDM models discussed in Sect. 6. We emphasize that
the CamSpec and Plik likelihoods have been written indepen-
dently, though they are based on the same theoretical framework.
None of the conclusions in this paper (including those based on
the full “TT,TE,EE” likelihoods) would di↵er in any substantive
way had we chosen to use the CamSpec likelihood in place of
Plik. The overall shifts of parameters between the Plik 2015
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Table 3. Parameters of the base⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at low
and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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Table 3. Parameters of the base⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at low
and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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Table 3. Parameters of the base⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at low
and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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Table 3. Parameters of the base⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at low
and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.
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⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
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109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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• SH0ES: We use the SH0ES measurement of the
present-day Hubble rate H0 = 73.24 ± 0.174 [2].

• BAO: We use measurements of the volume distance
from 6dFGS at z = 0.106 [39] and the MGS galaxy
sample of SDSS at z = 0.15 [40], as well as the
recent DES1 BAO measurement at z = 0.81 [41].
We include the anisotropic measurements from the
CMASS and LOWZ galaxy samples from the BOSS
DR12 at z = 0.38, 0.51, and 0.61 [42]. The BOSS
DR12 measurements also include measurements of
the growth function f , defined by
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(dd)
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measures the smoothed density-density correlation.

• Ly-↵: The latest lyman-↵ BAO (auto and cross-
correlation with quasars) at z = 1.5 [43], z =
2.33 [9] and z = 2.4 [10] are not yet public, but
are known to be in slightly better agreement with
⇤CDM than the DR11 data. We therefore incor-
porate them in the form a Gaussian likelihood and
have verified that it gives similar results as the full
DR11 likelihood [8, 44].

• JLA: We use the SDSS-II/SNLS3 Joint Light-
Curve Analysis (JLA) data compilation of > 740
SNe Ia at redshifts 0.01 <⇠ z <⇠ 1.3 [45].

Our primary analysis includes all datasets simultane-
ously, since our goal is to try to find a coherent cosmo-
logical model that can explain seemingly incompatible
data. Using the public code Monte Python [46], we run
Monte Carlo Markov chain analyses with the Metropolis-
Hastings algorithm and assume flat priors on all param-
eters. Our ⇤CDM parameters are

{!cdm,!b, ✓s, As, ns, ⌧reio} .

There are many nuisance parameters for the Planck [29]
and JLA [45] likelihoods that we analyze together with
these cosmological parameters.3 We use a Cholesky de-
composition to handle the large number of nuisance pa-
rameters [47]. Using the Gelman-Rubin criterion [48], we
apply the condition R � 1 < 0.05 to indicate our chains
have converged.

3 For the nuisance parameters, we use the default priors that are
provided by MontePython.

B. The discrepancy between local distance
measurements of H0 and the CMB

Observations of the CMB provide a firm measurement
of the distance scale at decoupling:

ds(zdec) =
1

1 + zdec

Z 1

zdec

cs

H(z)
dz . (2)

This represents an early-time anchor of the cosmic dis-
tance ladder. The CMB also provides an estimate of
a late-time anchor of the distance ladder: H0, the ex-
pansion rate today (see, e.g., Chapter 5.1 in Ref. [49] for
more details). However, this measurement is indirect and
depends on the assumed cosmological model. Thus, the
direct determination of H0 at low-redshift is essential to
firmly calibrate the distance ladder in a model indepen-
dent fashion.
The SH0ES survey measured the value of the present-

day Hubble rate to a precision of 2.4%, by construct-
ing a local cosmic distance ladder from Cepheids and
supernovae at z < 0.15. Their final result is H0 =
73.24 ± 1.74 km/s/Mpc [2]. This direct measurement
of H0 is discrepant at the ⇠ 3.4� level with the inferred
value of H0 = 66.93 ± 0.62 km/s/Mpc from Planck [34]
(from the TT+TE+EE+SIMlow measurements at the
68% confidence level).

1. Early-time solutions

To resolve the tension between the Planck and SH0ES
determination of H0 within ⇤CDM by modifying the
distance ladder at early times, the CMB-inferred value
of ds(zdec) must be reduced by a factor of ⇠ 6% to
10 Mpc [31]. As a result, either the sound speed in the
photon–baryon plasma must decrease or the redshift of
recombination must increase [see Eq. (2)]. To achieve
these e↵ects, a higher primordial helium fraction Yp or an
extra ultra-relativistic species are often invoked.4 How-
ever, both these possibilities are ruled out. The CMB
and big-bang nucleosynthesis (BBN) constrain Yp to be
close to 0.25 [31]. Extra relativistic degrees of freedom
su�cient to recover the low-redshift value of H0 are ruled
out within ⇤CDM by Planck polarization data and BAO
measurements [17, 31].

2. Late-time solutions

Late-time solutions for this discrepancy rely on alter-
ing the expansion history, such that the expansion rate
matches the CMB at decoupling and the local rate today.

4 In principle, any species a↵ecting the background expansion at
early times could be used. See, e.g., Ref. [50] for an alternative
attempts at solving the H0 discrepancy via an early DE compo-
nent.
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Table 3. Parameters of the base⇤CDM cosmology computed from the 2015 baseline Planck likelihoods, illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at low
and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the Planck TT+lowP and Planck TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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likelihood. The residuals in both T E and EE are similar to those
from Plik. The main di↵erence can be seen at low multipoles
in the EE spectrum, where CamSpec shows a higher dispersion,
consistent with the error model, though there are several high
points at ` ⇡ 200 corresponding to the minimum in the EE spec-
trum, which may be caused by small errors in the subtraction
of polarized Galactic emission using 353 GHz as a foreground
template (and there are also di↵erences in the covariance matri-
ces at high multipoles caused by di↵erences in the methods used
in CamSpec and Plik to estimate noise). Generally, cosmolog-
ical parameters determined from the CamSpec likelihood have
smaller formal errors than those from Plik because there are no
nuisance parameters describing polarized Galactic foregrounds
in CamSpec.

3.3.3. Consistency of cosmological parameters from the TT ,
T E, and EE spectra

The consistency between parameters of the base ⇤CDM model
determined from the Plik temperature and polarization spec-
tra are summarized in Table 3 and in Fig. 6. As pointed out by
Zaldarriaga et al. (1997) and Galli et al. (2014), precision mea-
surements of the CMB polarization spectra have the potential to
constrain cosmological parameters to higher accuracy than mea-
surements of the TT spectra because the acoustic peaks are nar-
rower in polarization and unresolved foreground contributions at
high multipoles are much lower in polarization than in temper-
ature. The entries in Table 3 show that cosmological parameters
that do not depend strongly on ⌧ are consistent between the TT
and T E spectra, to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Noticee that the

T E and EE entries in Table 3 do not use any information from
the temperature in the low-multipole likelihood. The tendency
for higher values of �8, As, and ⌧ in the Planck TT+lowP solu-
tion is driven, in part, by the temperature power spectrum at low
multipoles.

Columns [4] and [5] of Table 3 compare the parameters
of the Planck TT likelihood with the full Planck TT,T E, EE
likelihood. These are in agreement, shifting by less than 0.2�.
Although we have emphasized the presence of systematic ef-
fects in the Planck polarization spectra, which are not accounted
for in the errors quoted in column [4] of Table 3, the consis-
tency of the Planck TT and Planck TT,T E, EE parameters pro-
vides strong evidence that residual systematics in the polariza-
tion spectra have little impact on the scientific conclusions in this
paper. The consistency of the base ⇤CDM parameters from tem-
perature and polarization is illustrated graphically in Fig. 6. As a
rough rule-of-thumb, for base ⇤CDM, or extensions to ⇤CDM
with spatially flat geometry, using the full Planck TT,T E, EE
likelihood produces improvements in cosmological parameters
of about the same size as adding BAO to the Planck TT+lowP
likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-
ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵-emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2015). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
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Figure 11. Non-tomographic DES SV (blue circles), CFHTLenS
K13 (orange squares) and Planck (red) data points projected
onto the matter power spectrum (black line). This projection is
cosmology-dependent and assumes the Planck best fit cosmology
in ⇤CDM. The Planck error bars change size abruptly because
the C`s are binned in larger ` bins above ` = 50.

of the point is the median of the window function of the
P (k) integral used to predict the observable (⇠+ or C`). The
height of the point is given by the ratio of the observed to
predicted observable, multiplied by the theory power spec-
trum at that wavenumber. For simplicity we use the no-
tomography results from each of DES SV and CFHTLenS
(K13). The results are therefore cosmology dependent, and
we use the Planck best fit cosmology for the version shown
here. The CFHTLenS results are below the Planck best fit
at almost all scales (see also discussion in MacCrann et al.
2014). The DES results agree relatively well with Planck up
to the maximum wavenumber probed by Planck, and then
drop towards the CFHTLenS results.

6.2 Dark Energy

The DES SV data is only 3% of the total area of the full
DES survey, so we do not expect to be able to significantly
constrain dark energy with this data. Nonetheless, we have
recomputed the fiducial DES SV constraints for the second
simplest dark energy model, wCDM, which has a free (but
constant with redshift) equation of state parameter w, in
addition to the other cosmological and fiducial nuisance pa-
rameters (see Section 3). The purple contours in Figure 12
show constraints on w versus the main cosmic shear param-
eter S8; we find DES SV has a slight preference for lower
values of w, with w < �0.68 at 95% confidence. There is a
small positive correlation between w and S8, but our con-
straints on S8 are generally robust to variation in w.

The Planck constraints (the red contours in Figure 12)
agree well with the DES SV constraints: combining DES SV
with Planck gives negligibly di↵erent results to Planck alone.
This is also the case when combining with the Planck+ext
results shown in grey. Planck Collaboration et al. (2015b)

Figure 12. Constraints on the dark energy equation of state w
and S8 ⌘ �8(⌦m/0.3)0.5, from DES SV (purple), Planck (red),
CFHTLenS (orange), and Planck+ext (grey). DES SV is consis-
tent with Planck at w = �1. The constraints on S8 from DES SV
alone are also generally robust to variation in w.

discuss that while Planck CMB temperature data alone do
not strongly constrain w, they do appear to show close to a
2� preference for w < �1. However, they attribute it partly
to a parameter volume e↵ect, and note that the values of
other cosmological parameters in much of the w < �1 region
are ruled out by other datasets (such as those used in the
‘ext’ combination).

Planck CMB data combined with CFHTLenS also show
a preference for w < �1 (Planck Collaboration et al. 2015b).
The CFHTLenS constraints (orange contours) in Figure 12
show a similar degeneracy direction to the DES SV results,
although with a preference for slightly higher values of w

and lower S8. The tension between Planck and CFHTLenS
in ⇤CDM is visible at w = �1, and interestingly, is not fully
resolved at any value of w in Figure 12. This casts doubt on
the validity of combining the two datasets in wCDM.

7 CONCLUSIONS

We have presented the first constraints on cosmology from
the Dark Energy Survey. Using 139 square degrees of Science
Verification data we have constrained the matter density of
the Universe ⌦m and the amplitude of fluctuations �8, and
find that the tightest constraints are placed on the degener-
ate combination S8 ⌘ �8(⌦m/0.3)0.5, which we measure to
7% accuracy to be S8 = 0.81± 0.06.

DES SV alone places weak constraints on the dark
energy equation of state: w < �0.68 (95%). These do
not significantly change constraints on w compared to
Planck alone, and the cosmological constant remains within
marginalised DES SV+Planck contours.

The state of the art in cosmic shear, CFHTLenS, gives
rise to some tension when compared with the most powerful
dataset in cosmology, Planck (Planck Collaboration et al.
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trum at that wavenumber. For simplicity we use the no-
tomography results from each of DES SV and CFHTLenS
(K13). The results are therefore cosmology dependent, and
we use the Planck best fit cosmology for the version shown
here. The CFHTLenS results are below the Planck best fit
at almost all scales (see also discussion in MacCrann et al.
2014). The DES results agree relatively well with Planck up
to the maximum wavenumber probed by Planck, and then
drop towards the CFHTLenS results.

6.2 Dark Energy

The DES SV data is only 3% of the total area of the full
DES survey, so we do not expect to be able to significantly
constrain dark energy with this data. Nonetheless, we have
recomputed the fiducial DES SV constraints for the second
simplest dark energy model, wCDM, which has a free (but
constant with redshift) equation of state parameter w, in
addition to the other cosmological and fiducial nuisance pa-
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show constraints on w versus the main cosmic shear param-
eter S8; we find DES SV has a slight preference for lower
values of w, with w < �0.68 at 95% confidence. There is a
small positive correlation between w and S8, but our con-
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CFHTLenS (orange), and Planck+ext (grey). DES SV is consis-
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alone are also generally robust to variation in w.

discuss that while Planck CMB temperature data alone do
not strongly constrain w, they do appear to show close to a
2� preference for w < �1. However, they attribute it partly
to a parameter volume e↵ect, and note that the values of
other cosmological parameters in much of the w < �1 region
are ruled out by other datasets (such as those used in the
‘ext’ combination).

Planck CMB data combined with CFHTLenS also show
a preference for w < �1 (Planck Collaboration et al. 2015b).
The CFHTLenS constraints (orange contours) in Figure 12
show a similar degeneracy direction to the DES SV results,
although with a preference for slightly higher values of w

and lower S8. The tension between Planck and CFHTLenS
in ⇤CDM is visible at w = �1, and interestingly, is not fully
resolved at any value of w in Figure 12. This casts doubt on
the validity of combining the two datasets in wCDM.

7 CONCLUSIONS

We have presented the first constraints on cosmology from
the Dark Energy Survey. Using 139 square degrees of Science
Verification data we have constrained the matter density of
the Universe ⌦m and the amplitude of fluctuations �8, and
find that the tightest constraints are placed on the degener-
ate combination S8 ⌘ �8(⌦m/0.3)0.5, which we measure to
7% accuracy to be S8 = 0.81± 0.06.

DES SV alone places weak constraints on the dark
energy equation of state: w < �0.68 (95%). These do
not significantly change constraints on w compared to
Planck alone, and the cosmological constant remains within
marginalised DES SV+Planck contours.

The state of the art in cosmic shear, CFHTLenS, gives
rise to some tension when compared with the most powerful
dataset in cosmology, Planck (Planck Collaboration et al.
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Figure 8. The 1�-constraints on the parameter combination S8 ⌘ �8

p
⌦m/0.3 for our fiducial model using 2 and 3 redshift bins (Tables F1

and F2). We compare them to constraints from other cosmic shear and CMB analyses. For cosmic shear analyses we indicate the type
of estimator used with ‘CF’ for correlation functions and ‘QE’ for the quadratic estimator.

2016), which employed two tomographic bins at higher red-
shift compared to the redshift bins used here. The label
‘⇤CDM+all’ used in that study refers to an extension of a
flat ⇤CDM base model with a free total neutrino mass and
marginalization over baryon feedback, but does not take in-
trinsic alignments into account. The errors are comparable
to the errors in this study, since CFHTLenS and KiDS-450
have comparable statistical power. Our results in this pa-
rameter projection disagree mildly with the result from the
DES science verification (SV) correlation-function analysis
(Dark Energy Survey Collaboration et al. 2016, ‘Fiducial
DES SV cosmic shear’) by 1.9� (3 z-bins) / 2.1� (2 z-bins).

Also interesting is the comparison of our results to CMB
constraints including pre-Planck (Hinshaw et al. 2013; Cal-
abrese et al. 2013) and Planck (Planck Collaboration et al.
2016; Spergel et al. 2015) data. We find them to be most
distinctively in tension with the results from Planck Col-
laboration et al. (2016) at 3.2� (3 z-bins) / 3.3� (2 z-bins)
which cannot be explained by projecting a multidimensional
likelihood into this 1D parameter space alone.

6.1 Neutrino masses

We also derive an upper bound on the total mass for three
degenerate massive neutrinos and find ⌃m⌫ < 3.3 eV (3 z-
bins) / ⌃m⌫ < 4.5 eV (2 z-bins) at 95 per cent credibility

from lensing alone. Joudaki et al. (2016) also derive a neu-
trino constraint based on the 4 z-bin correlation-function
analysis of the KiDS-450 data (Hildebrandt et al. 2017) and
find ⌃m⌫ < 4.0 eV and ⌃m⌫ < 3.0 eV at 95 per cent credibil-
ity, the latter depending on the choice of the H0 prior. We
note that Joudaki et al. (2016) use a di↵erent implemen-
tation of massive neutrinos through HMCODE (Mead et al.
2016), whereas the massive neutrino implementation used
in the pipeline here is the one from CLASS (Lesgourgues &
Tram 2011; Bird et al. 2012). We note further that both
massive neutrino calibrations are most accurate only for to-
tal neutrino masses ⌃m⌫ . 1 eV. So far, these lensing-only
constraints on the upper bound of the total mass of neutri-
nos are still weaker than non-lensing constraints as found
by Planck Collaboration et al. (2016, ‘TT+lowP’), who re-
port ⌃m⌫ < 0.72 eV at 95 per cent confidence. Combining
the Planck CMB results with measurements of the Ly↵
power spectrum and BAO measurements yields the very
stringent upper limit of ⌃m⌫ < 0.14 eV at 95 per cent confi-
dence (Palanque-Delabrouille et al. 2015).

6.2 Error budget

Comparing the error bars between our quadratic-estimator
2 z-bin and 3 z-bin analyses and the 4 z-bin correlation-
function analysis by Hildebrandt et al. (2017) we note that
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ABSTRACT
We present measurements of the weak gravitational lensing shear power spectrum
based on 450 deg

2 of imaging data from the Kilo Degree Survey. We employ a quadratic
estimator in two and three redshift bins and extract band powers of redshift auto-
correlation and cross-correlation spectra in the multipole range 76  `  1310. The
cosmological interpretation of the measured shear power spectra is performed in a
Bayesian framework assuming a ⇤CDM model with spatially flat geometry, while
accounting for small residual uncertainties in the shear calibration and redshift dis-
tributions as well as marginalising over intrinsic alignments, baryon feedback and an
excess-noise power model. Moreover, massive neutrinos are included in the modelling.
The cosmological main result is expressed in terms of the parameter combination
S8 ⌘ �8

p
⌦m/0.3 yielding S8 = 0.651 ± 0.058 (3 z-bins), confirming the recently re-

ported tension in this parameter with constraints from Planck at 3.2� (3 z-bins). We
cross-check the results of the 3 z-bin analysis with the weaker constraints from the 2
z-bin analysis and find them to be consistent. The high-level data products of this anal-
ysis, such as the band power measurements, covariance matrices, redshift distributions,
and likelihood evaluation chains are available at http://kids.strw.leidenuniv.nl.

Key words: cosmology: observations – large-scale structure of Universe – cosmolog-
ical parameters – gravitational lensing: weak.

1 INTRODUCTION

The current cosmological concordance model successfully de-
scribes observations spanning a wide range in cosmic volume
from the cosmic microwave background (CMB) power spec-
trum (e.g. Planck Collaboration et al. 2016), the Hubble
diagram based on supernovae of type IA (e.g. Riess et al.

? E-mail: fabian.koehlinger@ipmu.jp

2016), big bang nucleosynthesis (e.g. Fields & Olive 2006),
to the distance scales inferred from baryon acoustic oscilla-
tions imprinted in the large-scale clustering of galaxies (e.g.
BOSS Collaboration et al. 2015). Based on Einstein’s theory
of general relativity and the application of the Copernican
principle to the whole Universe, the ⇤-dominated cold dark
matter (⇤CDM) model requires in its simplest form only a
handful of parameters to fit all current observational data.

The weak gravitational lensing due to all intervening
cosmic large-scale structure along an observer’s line-of-sight,

© 2017 The Authors
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behavior to cannibalism at T/m ⇠ 1/3 $ acan ⇠ 10�6 and the decoupling transition to

non-relativistic matter at anr ⇠ 10�1. The ratio of scale factors between start and end of the

cannibalistic phase anr/acan ⇠ 105 depends on the strength of the interaction �. We will be

interested in models where � is strong (between 1 and 4⇡); then the duration of cannibalism

anr/acan is between 10�4 and 10�5 with only a mild dependence on other model parameters.
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0.001
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1
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a

T
/m

FIG. 1: Temperature to mass ratio as a function of scale factor a for the minimal cannibal (MC)

model. The temperature drops like 1/a while the particles are relativistic, it drops logarithmically

in a while the particles cannibalize, and it drops like 1/a2 after the cannibalizing interaction

decouples and the particles cool like ordinary non-relativistic matter. The temperature curve

shown here was found by solving the background equations (A30) numerically and includes the

decoupling of 3 ! 2 interactions.

From preceding discussions it is clear that we can choose parameters in the cannibal sector

such that the cannibalistic phase overlaps with the matter-dominated era of the universe.

This choice of parameters is the most interesting because then the cannibals suppress the

matter power spectrum. We dedicate most of this paper to its study. In Fig. 2 we show the

evolution of the energy density of the cannibal fluid (green) in a model where the cannibal

transition happens at ac ⇠ 10�5 and decoupling at anr ⇠ 1. For comparison we show the

total energy density in the ⇤CDM components (black) with its radiation-, then matter-,

and finally cosmological constant-dominated scale dependence. We also show the energy

densities for two di↵erent MC models: one where the cannibal transition happens well after

matter-radiation equality (orange) so that the cannibals act as radiation while they have

significant energy densities. Such a model is indistinguishable from a model with extra
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FIG. 3: The cannibal perturbations for three choices of the MC model parameters, compared with

the CDM perturbation from ⇤CDM (black curve). The choice with early end of cannibalism is

shown in blue, that with a late start of cannibalism in orange, while in green is that with the

cannibalistic phase overlapping with matter domination. We have chosen k = 0.2hMpc�1 with

h = 0.68; this corresponds to perturbations at the wave length which �8 is most sensitive to.

The evolution of the �can perturbations can be appreciated in Fig. 3, for di↵erent choices

of the parameters m and Scan of the MC model, having fixed ↵ = 4⇡. One choice of the

parameters corresponds to early decoupling (blue curve), where the cannibalistic phase ends

well before equality and the perturbations behave just like CDM. Another choice shows late

cannibalization (orange line) in which the �-sector behaves just like radiation throughout

most of the history of the Universe. In this case �can oscillates like radiation perturbations

do. Since in this case the cannibalistic phase only starts when ⇢can is already a negligible

contribution to the total energy density, the cannibalism itself has no impact on the MPS.

The green curve corresponds to the case of most interest: the cannibalistic phase overlaps

with matter domination. The early part of the curve shows that cannibal perturbations

perform acoustic oscillations after entering the horizon. The oscillations are due to the pres-

sure term proportional to the speed of sound c
2
s
during cannibalism. Once the cannibalistic

phase ends at anr the � particles become non-relativistic and the speed of sound quickly

drops c2
s
⇡ T/m ⇠ a

�2. This causes the �can perturbations to stop oscillating and to start

growing by falling into the gravitational potentials sourced by the already clustered dark

matter. This can be seen in the large-a behavior of the green curve in Fig. 3.

The cannibal fluid a↵ects the perturbation equations for the CDM in two ways: through its
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Then taking the second derivative of �can and substituting Eq. (22) into Eq. (21) yields:

�̈can +H�̇can + k
2
c
2
s
�can = �k

2
 , (26)

where the term on the right-hand-side is the solution of the Poisson equation

� k
2
 =

3

2

a
2

3M2
Pl

X

i

⇢i�i . (27)

Anticipating that the CDM contribution dominates the sum during matter domination

(duh!), and that perturbations in the CDM fluid grow linearly, �cdm ⇠ a, one sees explicitly

that  is constant during matter domination. Thus Eq. (26) is a simple harmonic oscillator

with friction and the gravitational potential corresponds to a constant shift of the zero point.

The solutions are oscillatory as long as kcs > H ⇠ 1/⌘, i.e. as long as the k-modes are small

compared to the sound horizon, 2⇡/k ⌧ cs⌘. Recalling that c
2
s
⇡ wcan ⇡ T/m ⇠ 1/ log a

for cannibals and ⌘ ⇠
p
a during matter domination it is clear that modes which are inside

the Hubble horizon also enter the growing sound horizon cs⌘ ⇠
p
a/ log a and oscillate.

However, once cannibalism ends, cs ⇠ 1/a. Then the sound horizon cs⌘ ⇠ 1/
p
a shrinks and

the mode eventually exits the sound horizon, stops oscillating and starts growing. However,

for the region of parameter space that we are interested in the cannibal perturbations do

not catch up to the CDM perturbations, thus justifying our approximation to only keep the

CDM term in the gravitational potential, Eq. (27).

We now turn our attention to the CDM perturbations. Following the same procedure as

before, combining Eqs. (23) and (24) gives:

�̈cdm +H�̇cdm + k
2
 = 0 , (28)

where  is given by Eq. (27) but only keeping the CDM contribution ⇢cdm�cdm in the sum.

Using this, rewriting the Hubble parameter in terms of the energy density during matter

domination ⇢tot ' ⇢cdm + ⇢can, and changing variables from ⌘ to a we can write:

(⇢cdm + ⇢can) a
2
�
00

cdm +
3

2
(⇢cdm + ⇢can) a�

0

cdm � 3

2
⇢cdm�cdm = 0 . (29)

Were it not for the cannibals, this would be the Mészáros equation during matter domina-

tion, whose growing solution is �cdm ⇠ a. Eq. (29) shows that cannibal dark matter increases

the Hubble friction (�0cdm term) felt by the CDM perturbations but does not contribute to
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[45]. However, as we will show in Sec. IV this constraint is relaxed in UV completions of the

MC model because the energy density in radiation in the UV is reduced in such models.
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FIG. 4: Evolution of the perturbation �cdm for wave number k = 0.2hMpc�1 in the presence of

cannibals compared to its value in ⇤CDM, for three di↵erent choices of model parameters. Models

were chosen to give a 10% suppression in the MPS today (i.e. R = 0.9). The three choices of m

and Scan are also indicated as red, green, and blue points in Fig. 5.

The black contours showing the values for R(k) were calculated for ↵ = 4⇡. Since the value

of ↵ determines the scale factor at which the 3 ! 2 interactions decouple and cannibalism

ends, we expect some dependence of the predicted MPS on ↵. However, within the range of

parameters in Fig. 5 this dependence is very weak. The two main e↵ects are that cannibal

perturbations stop oscillating and start catching up to the dark matter perturbation after

decoupling. If they have enough time to grow they can have a non-negligible impact on

the MPS via the second term in Eq. (25) and they contribute to the gravitational potential.

However for the points that we are interested in the cannibal perturbations remain too small

to be important. A numerically more significant e↵ect is that when the cannibal fluid stops

cannibalizing its energy density transitions from scaling like 1/(a3 log a) to 1/a3. Thus a

model in which the � particles stop cannibalizing earlier will have more energy density in

cannibals and therefore more Hubble friction. This e↵ect is somewhat more important but

still small. For example, choosing m and Scan as for the blue dot in Fig. 5 but choosing

↵ = 1 and ↵ = 1 (i.e. no decoupling of the 3 ! 2 interactions) we obtain R = 0.92 and

R = 0.902 for the MPS ratio respectively, a very small e↵ect.
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S
1/3
can andm while holding their ratio fixed. This keeps the scales in k at which the suppression

occurs fixed but it changes the overall energy density in the cannibal fluid and therefore

changes mostly the amplitude of the suppression.

0.001 0.010 0.100 1

0.4

0.6

0.8

1.0

k [h·Mpc-1]

R
(k
)

Scan
1/3 /m � 6×10-8 (acan=10-6.5)

fcan,0=1%

(mScan=4.4×10-12eV4)

fcan,0=1.8%

fcan,0=3.2%

fcan,0=5.6%

fcan,0=10%

(mScan=4.4×10-11eV4)

FIG. 9: MPS ratio R(k) for di↵erent values of the product mScan but fixed ratio S
1/3
can/m (i.e. fixed

acan). This corresponds to di↵erent fractions fcan, 0 of cannibals, from 1% (purple) to 10% (red).

We have normalized R such that there is a corresponding extra amount of CDM in the ⇤CDM

theory, in order to cancel out some background e↵ects. With a fixed anr it is clear that the same

k modes are suppressed, but the amount of suppression is dialed by fcan, 0.

Note that this second dependence is similar to that of the MPS on neutrino mass [55].

However the smallest k a↵ected by non-zero neutrino masses is constrained to within a factor

of a few of kNR ⇠ 0.01Mpc�1 whereas for cannibals the onset of the suppression in the MPS

can lie anywhere within k ⇠ 0.001� 0.1Mpc�1 (see Fig. 8).

Finally, we wish to mention the other “anomaly” in cosmological precision fits: the dis-

crepancy between the value of H0 inferred from the Planck CMB data (and BAO) within

⇤CDM and the direct measurement of H0 from [1, 2]. To see if cannibals could also help

with this anomaly while remaining consistent with everything else would require a global fit

of the cannibal model.
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Fig. 8 shows the dependence of the MPS on the decoupling scale anr. For fixed ↵ = 4⇡

we have roughly anr ⇠ 105 acan ⇠ 106 S1/3
can/m, thus anr depends on the ratio of S1/3

can and m.

This scale is when cannibalism stops, therefore any wave mode k which enters the (sound)

horizon after this scale cannot be a↵ected by the cannibal fluid oscillations and will take on

the same value as in ⇤CDM. Thus anr can be understood to determine the smallest values of

k which are suppressed by cannibalism. Therefore changing the ratio S
1/3
can/m which changes

anr is equivalent to shifting the MPS suppression curve in the horizontal k direction. For

the purposes of this plot we fixed the fraction of the energy density in the cannibal fluid

today relative to the ordinary dark matter energy density to fcan, 0 = 0.01 for all models.

The ⇤CDM reference power spectrum which we compare to (the denominator of R) has 1%

of additional dark matter instead of the cannibal fluid so that all models being compared

have the same value of H0. This removes the background e↵ect of the additional energy

density in the cannibal fluid.
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FIG. 8: MPS ratio R(k) for di↵erent values of anr and fixed fcan, 0 = 1%, normalized such that there

is a 1% of extra CDM in the ⇤CDM theory in order to cancel some background e↵ects. The later anr

is, the more small k modes can enter the sound horizon and present cannibal acoustic oscillations,

suppressing the MPS. Note that even though fcan, 0 is fixed the large-k MPS suppression is not the

same for di↵erent anr. This is because if cannibalism is still happening during matter domination

(i.e. anr > aeq) then fcan is bigger earlier in the Universe, because of its logarithmic scaling, and

this enhances the suppression.

Fig. 9 shows the dependence on the orthogonal combination of parameters. i.e. varying
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FIG. 5: m versus Scan/SSM parameter space where SSM = 2.2 ⇥ 10�11 eV3 is the entropy in the

Standard Model today. The black lines are contours of the ratio of the MPS in the presence of

cannibal dark matter to that of ⇤CDM. The brown dotted curves correspond to constant fcan, 0.

The green band is an estimate for the suppression that gives a �8 within 1� of the value quoted in

[4]. The orange region corresponds to MC models that enter the cannibalistic phase after matter-

radiation equality, while the blue one corresponds to those for which cannibalism ends before

a = 10�2. In red are those models whose ⇢can contributes to �Ne↵ |BBN > 0.66 [45] when they are

in their radiation phase. The red, green, and blue points correspond to the three choices of m and

Scan in Fig. 4.

Having shown that the presence of cannibals suppress the MPS by numerically solving

the equations for the perturbations, we devote the rest of this Section to understanding this

result from Eqs. (21)-(24). We will only be interested in k modes which are well inside the

horizon during matter domination, i.e. modes for which k � 1/⌘eq ⇠ 0.01Mpc�1.

Let us start with the cannibal perturbations. For modes deep inside the horizon the

gravitational potential is approximately constant so that we can ignore derivatives of  . In

addition, we can use wcan ⌧ 1, c2
s
⌧ 1 to drop all subleading terms in Eqs. (21) and (22).
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“heavy glueballs” of mass M pair annihilate into the lightest glueballs �. And in the IR,

when the temperature drops below m, only the cannibals remain.
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FIG. 6: Plots of a3⇢can (left) and �cdm ratio (right) for di↵erent UV completions with 2nd order

phase transitions compared to the MC model that gives R(0.2hMpc�1) = 0.9 and acan = aeq (i.e.

m = 1.8 eV, Scan/SSM = 0.04, corresponding to the red dot in Fig. 5). The black lines correspond

to ⇤CDM while the colored lines to the cannibal fluid in di↵erent models. The energy densities

are continuous in a, because entropy is conserved throughout the transition. For the di↵erent UV

completions we vary the number of UV degrees of freedom g⇤ = 2(N2 � 1) corresponding to dark

gauge groups SU(N) as well as the masses M of the heavier glueball states. The MPS ratio is less

suppressed, from R = 0.905 to R = 0.925 for the N = 2 and M/m = 3 (solid blue) and N = 7 and

M/m = 1.25 (dashed green) lines respectively.

For the very strongly 1st order phase transition we match a UV theory of N2�1 massless

gluons onto the IR theory with a jump in entropy at a scale factor acan. We choose the

matching scale factor such that the temperature evaluated in the IR theory (the theory of

the cannibal �) equals m/3 at the matching scale. There we match onto the UV theory with

g⇤ = 2(N2 � 1) massless bosonic degrees of freedom and a jump in entropy (increasing from

the UV to the IR) by a multiplicative factor which we vary from 1 to 2. The discontinuity in

degrees of freedom and entropy at the matching point also implies a discontinuity in other

background quantities.

V. CONCLUSIONS

We have studied the possibility that a subdominant component of the dark matter might

be cannibalistic. If the phase in the evolution of the cannibal fluid overlaps with matter
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