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DarkSide Program

• Direct detection search for WIMP dark matter

• Based on a two-phase argon time projection 
chamber (TPC)

• Design philosophy based on having very low 
background levels that can be further reduced 
through active suppression, for background-
free operation
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DarkSide Program
Multi-stage program at Gran Sasso National Laboratory

DarkSide 10
Currently running full prototype detector

DarkSide 50
First physics detector

Physics goal ~ 10-45 cm2

DarkSide G2
Multi-ton detector

Physics Goal ~ 10-47 cm2

+ multiple smaller test setups and prototypes 3



DarkSide 10

7x 3” PMTs

7x 3” PMTs

TPB + ITO coated quartz window

TPB + ITO coated quartz window

Acrylic cylinder 
with TPB-coated reflector

Flexible PCB field cage
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DarkSide 10

First designed, built and 
operated at Princeton University

Moved underground at Gran 
Sasso to operate in a low-
background environment 

Dedicated campaigns to test light 
collection, high voltage and other 

technical solutions for future 
detectors
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Light Yield Measurements
tenfold by a LeCroy 612A fast amplifier with two par-
allel outputs. One output goes directly into the digi-
tizer channel which runs continuously, filling a circular
memory buffer. In the digitizer, one sample at one count
represents 0.0078 pC from the PMT. The other output is
used to form a majority trigger. This requires a coinci-
dence, within 100 ns, of at least 5 PMTs with signals
above a threshold that corresponds to roughly two in-
time photoelectrons. When an event satisfies the major-
ity trigger condition, data in the 14 circular buffers rep-
resenting a 35 µs time window (5 µs before the trigger
and 30 µs after), is downloaded to a PC and stored on a
local hard disk. The acquired window length for the null
field configuration has been selected to fully contain the
slow component of the scintillation light, while also in-
cluding relatively large pre- and post-trigger regions to
allow for baseline evaluation.

5. Single-Photoelectron Calibration

The charge response of each PMT to a single photo-
electron is evaluated using a laser calibration procedure,
which was repeated frequently among the data runs an-
alyzed here. Light pulses of ∼ 70 ps duration at 440
nm wavelength from a diode laser are injected into the
detector through an optical fiber that terminates on the
bottom window of the inner vessel. Diffuse reflection
from the TPB leads to a roughly uniform illumination
of the 14 PMTs. The controller pulses the laser at a
rate of 1000 Hz and simultaneously triggers the data ac-
quisition system. Optical filters are placed between the
laser and the fiber to adjust the intensity until the aver-
age number of photoelectrons generated on each tube in
any given trigger, referred to as the average occupancy,
is roughly 0.1. Unlike regular data runs, the digitiza-
tion window for laser runs is only 1.5 µs long. Within
this record, a 0.8 µs period before the pulse arrival time
is used to define the baseline. After subtraction of this
baseline, the integral of the recorded waveform is eval-
uated within a fixed 92-ns window around the arrival
time of the laser pulse. The resulting charge spectrum
for each PMT is then fitted to a model function, allowing
the mean of the single-photoelectron charge response to
be determined.

The fitting function used is

F(x) =
7�

n=0

P(n; λ) fn(x) (1)

where P(n; λ) is a Poisson distribution with mean λ,
representing the average occupancy, and fn(x) the n-
photoelectron charge (x) response of the system. We
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Single photoelectron spectrum

Figure 2: Example of the charge response spectrum of a single PMT
exposed to low-occupancy laser flashes. The horizontal axis mea-
sures charge in integrated digitizer counts (counts · samples), where
1 count · sample corresponds to a PMT output charge of 0.0078 pC.
The colored curves represent components in the fit function used in the
calibration. Green: pedestal. Dashed Magenta: Gaussian and expo-
nential terms of the single-p.e. model convolved with pedestal. Solid
Magenta: full single-p.e. response convolved with pedestal. Solid
Blue: 2-p.e response. Dotted Blue: ≥ 3-p.e. response. Solid Red:
Sum of all components.

have modeled the n-photoelectron response of the sys-
tem as

fn(x) = ρ(x) ∗ ψn∗
1 (x) (2)

where ρ denotes the zero photoelectron response
(pedestal), ∗ is a convolution, and ψn∗

1 is the n-fold
convolution of the PMT single-photoelectron response
function, ψ1, with itself. The function representing the
pedestal, ρ, the integral in the absence of any photo-
electrons and thus the entire n = 0 term, is described
by a Gaussian, while the PMT single-photoelectron re-
sponse, ψ1, is modeled by the weighted sum of a decay-
ing exponential and a Gaussian truncated at zero,

ψ1(x) =




pE
�

1
x0

e−x/x0
�
+ (1 − pE)G(x; xm,σ) x > 0;

0 x ≤ 0.
(3)

The Gaussian term G(x; xm,σ) represents the single-
photoelectron response from the full dynode chain,
while the exponential term accounts for incomplete
dynode multiplication [22, 23].

The fit is performed with seven free parameters: the
average occupancy λ, the mean and standard deviation
of the pedestal Gaussian, the mean xm and standard de-
viation σ of the single-photoelectron Gaussian, the de-

5

0

0.05

0.10

0.15

0.20
137Cs Spectrum

 662 keV Line
χ2/ndf
Mean
Sigma

169.7/115
6010 ± 1.8

186.2 ± 1.9

0 2000 4000 6000 8000 10000 12000

 Detected scintillation light [p.e.]

 R
at
e 
[c
ou
nt
s/
se
c/
10
 p
.e
.]

Figure 4: Scintillation spectrum of
137

Cs collimated at the central po-

sition after subtraction of a background spectrum. The full absorption

peak has been fit with the sum of a Gaussian and a falling exponential.

The best-fit function is superimposed on the histogram in the energy

range over which the fit was performed.

ity with time. A
22

Na calibration run (collimated at the

central position) performed 53 days after the one shown

in Table 2 gives LYγ = 9.142±0.006 p.e./keVee for the

511 keV line. The observed light yield increase of about

4% is likely associated with an improvement in the liq-

uid argon purity due to the running of the purification

system between the two measurements. Argon contam-

inants such as N2 and O2 are known to quench the ar-

gon scintillation light via non-radiative collisional de-

excitation [19, 20]. This process also reduces the ob-

served slow-component lifetime. Figure 7 shows aver-

age scintillation waveforms from the two runs. Inde-

pendent of any particular model, the slow-component

lifetime has clearly improved from the first to the sec-

ond run, suggesting the elimination of de-exciting con-

taminants. The fit to an exponential in the range 1.0-

5.0 µs provides lifetimes of (1.4601±0.0007) µs for the

first run and (1.5349±0.0008) µs for the second, where

the errors are statistical only. A simple model with an

absolute-purity slow-component lifetime of 1.6 µs, pre-

dicts that this increase in lifetime would correspond to

an increase in total light yield of 3.8%, in good agree-

ment with that observed.

Several sources of systematic uncertainty have been

considered and are summarized in Table 3. As discussed

in Sec. 6, the algorithm used to evaluate the baseline

affects the integral of the digitized signals. A study of

the effect of the baseline algorithm on simulated data

has shown that the moving-baseline algorithm tends to

underestimate the true integral for events with a large

Figure 5: Scintillation spectrum of
22

Na collimated at the central po-

sition after subtraction of a background spectrum. The full absorption

peaks at 511 keV and 1274 keV have been fitted with the sum of a

Gaussian and a falling exponential. The best-fit functions are super-

imposed on the histogram in the energy ranges over which the fits

were performed.

number of photoelectrons. Nonetheless, we include the

difference in
137

Cs light yields between the two baseline

algorithms as a systematic uncertainty in Table 3.

A second source of systematic uncertainty is the func-

tion modeling the spectrum. One component of this un-

certainty is the use of an exponential to model the spec-

trum under the Gaussian in the full-absorption-peak fits.

We conservatively estimate this uncertainty by re-fitting

the
137

Cs peak with a Gaussian only. The observed vari-

ation in the fit result is 0.07%. A contribution of the

same order is attributed to the background subtraction,

estimated by re-fitting the
137

Cs spectrum without sub-

tracting the background. Fitting simulated
137

Cs and
22

Na spectra with the same Gaussian+exponential used

on data shows systematic displacement of the fitted peak

from the true value, typically 0.7%. We combine these

three components into the “Fit function” entry in Ta-

ble 3.

In the fit of the single-photoelectron spectrum, the pa-

rameters of the exponential term have shown some in-

stability when noise increases the pedestal width. This

can result in sizable excursions in individual channels.

To explore this, we measured the values of the exponen-

tial parameters for each PMT using a single laser run,

chosen to be relatively clean. The full laser calibration

was redone with these parameters fixed and the calibra-

tion was used to reanalyze the source spectra. Shifts of

up to 0.5% are observed in the resulting light yields and

we assign this as a systematic error. We vary the spec-
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Detector light yield was measured 
using a series of external γ 

sources at null field

The single photoelectron response 
of each tube was measured using 

a fast, pulsed laser

Energy 
[keV]

L.Y. 
[p.e. / keV]

Resolution 
(σ)
[%]122 8.87 5.2

511 8.78 3.4

662 9.08 3.1

1275 8.60 2.9

AVERAGE 8.9 +/- 0.4
6
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S1 and S2 signals
With drift fields on, the recoil energy is divided into a 

light (S1) and charge (S2) signal

7

Erec ∝ S1 + k·S2

  S1         

S1 and S2 are anti-correlated
The sum is independent of the drift field



Neutron Calibration
Data was taken with an external Am-Be neutron source 

with the detector in TPC mode 

Am-Be SourceBackground

Study of discrimination currently underway
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DS-10 Performance
• Compare performance of different reflectors for 

light collection
Detector run with both 3M foils (~ 9 p.e./keVee) and 
highly crystalline PTFE (~ 7 p.e/keVee)

• Study feasibility of ITO coatings

• Test HHV system (feedthroughs, grid etc.)
Detector running without problems at nominal field 
configuration (1 kV/cm drift, 3.8 kV/cm extraction)

• Perform calibration of detector
Calibrations performed with external γ and neutron 
sources. 83Kr source to be implemented soon

• Optimize field configuration of TPC
Different field configurations under consideration 9



DarkSide 50
Radon-free clean room

Instrumented water tank

Liquid scintillator

Inner detector TPC
(Underground argon)
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External Water tank

• 80 PMTs within Borexino 
CTF 
(11m dia. x 10 m high)

• Acts as a muon and 
cosmogenic veto 
(~ 99% efficiency)

• Provides passive gamma 
and neutron shielding
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Liquid Scintillator Veto

• 4 m diameter sphere containing 1:1 PC + TMB scintillator

• Instrumented with 110 8” PMTs

Liquid scintillator allows 
coincident veto of neutrons in 
the TPC and provides in situ 
measurement of the neutron 

background rate
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Borated Liquid Scintillator 
• High neutron capture cross section on 

boron allows for compact veto size

• Capture results in 1.47 MeV α particle 
- detected with high efficiency

• Short capture time (2.3 μs) reduces 
dead time loss

Veto Efficiency

Radiogenic Neutrons > 99.5%*

Cosmogenic Neutrons > 95%

*60 μs veto window (2% dead time)13

Nuclear Instruments and Methods A 644, 18 (2011)



Liquid Scintillator Tank

CTF  tank has been 
emptied

Liquid scintillator tank 
assembly has recently 

been completed 14



Inner detector TPC

19x 3” PMTs

19x 3” PMTs

TPB + ITO coated quartz diving bell

TPB + ITO coated quartz window

Copper field cage rings

~ 50 kg LAr
TPB coated Highly Crystalline PTFE  
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39Ar

• Intrinsic 39Ar radioactivity in atmospheric 
argon is the primary background for argon-
based detectors

• 39Ar activity sets the dark matter detection 
threshold at low energies (where pulse 
shape discrimination is ineffective) 

• Size of large argon TPC’s is limited by the 
pileup rate induced by 39Ar
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Underground Argon
• 40Ar is mostly produced underground 

(through decay of 40K)

• 39Ar is cosmogenic, produced by 40Ar(n,2n) 
interactions in the atmosphere

• Argon that has remained underground can 
therefore have extremely low levels of 39Ar

• However, 39Ar can also be produced underground 
through 39K(n, p) interactions, where the neutron 
originates from (α, n) reactions.

39Ar/40Ar depends on the local concentration of 238U and 232Th
17



Underground Argon

CO2

[%]

N2

[%]

He
[%]

Ar
[%]

CO2 Plant Output 96 2.4 0.4 0.06

VPSA output ~ 0 40 55 5

Cryogenic 
Distillation output

~ 0 < 0.05 ~ 0 > 99.95

Underground Argon 
from CO2 plant in 
Cortez Colorado VPSA system (Cortez)

0.5 kg/day production
110 kg produced so far

Cryogenic Distillation system
0.9 kg/day production

70 - 81% efficiency
~ 19 kg produced so far
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Underground Argon Measurement

Total Rate

[mBq/100 keV]

Estimated 
Background Rate

[mBq/100 keV]

Background 
Subtracted Rate
[mBq/100 keV]

Underground 
Argon

1.87 +/- 0.06
1.5 +/- 0.2

0.32 +/- 0.23

Atmospheric 
Argon

108.8 +/- 0.4
1.5 +/- 0.2

107.2 +/- 1.9*

39Ar Depletion 
Factor

1.71 +/- 0.05 % < 0.65 % (95 CL)

* Includes 85Kr 
upper limit
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Figure 7: The energy spectra recorded in the argon detector under di!erent conditions.
Red: underground argon data at surface; purple: underground argon data at surface with
an active cosmic ray veto; blue: underground argon data at KURF; green: atmospheric
argon data at KURF.

of water equivalent depth) caused the event rate to drop by another factor
of 5. The cosmic ray muon rate at KURF was measured, using two of the
muon veto panels stacked horizontally, to be 1µ/m 2/min, which is approx-
imately 10,000 times lower than that at surface. Thus the muon veto cut
had no noticeable e!ect on the underground data, and it was disabled to
avoid unnecessary dead time. A residual event rate of 20mBq was achieved
in the 50-800 keV 39Ar window in the measurement of underground argon at
KURF.

4.2. Rate Analysis
Approximately 100 kg ·hr each of underground argon data and atmospheric

argon data were collected at KURF and were used for this analysis. A conser-
vative upper limit on the 39Ar content in the underground argon was obtained
by attributing all of the activity in the underground argon sample to 39Ar.
Fig. 8 shows the ratio of the event rate in underground argon to that in at-
mospheric argon as a function of energy, and it indicates that the best 39Ar
limit can be obtained in the 300 - 400 keV window. The residual event rate in
this energy window in the underground argon data after applying the PSD

12

Atmospheric Argon
Underground Argon

Low background LAr 
detector was operated 

underground at KURF with 
both atmospheric and 
underground argon

19
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Expected Backgrounds

20

0.1 ton x year exposure, 30 - 200 keVr window,
50% nuclear recoil acceptance 

Detector Element Electron Recoil Radiogenic Neutron Cosmogenic Neutron
Backgrounds Recoil Backgrounds Recoil Backgrounds

Raw After Cuts Raw After Cuts Raw After Cuts
39Ar (<0.01Bq/kg) <6.3×106 <4×10−3 – – – –

Fused Silica 3.3×104 2.0×10−5 0.17 4.3×10−4 0.21 1.3×10−5

PTFE 4,800 3.0×10−6 0.39 9.8×10−4 2.7 1.6×10−4

Copper 4,500 2.8×10−6 5.0×10−3 1.3×10−5 1.5 9.0×10−5

R11065 PMTs 2.6×106 1.6×10−3 19.4 4.8×10−2 0.34 2.0×10−5

Stainless Steel 5.5×104 3.4×10−5 2.5 6.3×10−3 30 0.0018
Veto Scintillator 70 4.3×10−8 0.030 7.5×10−5 26 0.0016

Veto PMTs 2.5×106 1.6×10−3 0.023 5.8×10−5 – –
Veto tank 1.7×105 1.1×10−4 6.7×10−5 1.7×10−7 19 0.0071
Water 6,100 3.8×10−6 6.7×10−4 1.7×10−6 19 0.0071

CTF tank 8,300 5.1×10−6 3.5×10−3 8.7×10−6 0.068 2.6×10−5

LNGS Rock 920 5.7×10−7 0.061 1.5×10−4 0.31 0.012
Total – 0.007 – 0.055 – 0.030

Table 1: A summary of the expected electron- and neutron-recoil backgrounds in 30-200 keVr in a 0.1 ton·yr
exposure of DarkSide-50 in a 1-meter thick neutron veto. An 39Ar depletion factor of 100 is assumed, with
“<” symbols indicating that this gives an upper limit on the 39Ar rate. The calculations are for an initial
configuration using R11065 PMTs (see Table ??) which are then the dominant source of background from
radiogenic neutrons. The backgrounds, in events/(0.1 ton·yr), are given both before and after applying the
background rejection cuts described in the text. The totals in parentheses apply if the PMTs are replaced
with Qupids that meet a specification of 1 mBq per tube. Note that the majority of the entries in this
Table are based on limits on, rather than measurements of, the radioactive contaminants in the different
detector component materials.
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Sensitivity
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