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Figure 1. The cosmic timeline, from the origin of the Universe in the Big Bang, 13.8 billion years ago, till the present day.
In the current standard picture, the Universe underwent a period of accelerated expansion called “inflation” that expanded
the Universe by about 60 orders of magnitude. The Universe then kept cooling and expanding until the next major epoch of
“recombination” about 4 ⇥ 105 yr later when the first hydrogen atoms formed. This was followed by the “Dark ages” of the
Universe that lasted for a few hundred million years. The emergence of the earliest galaxies, a few hundred million years after
the Big Bang, marked the start of the era of “cosmic dawn”. The first galaxies also produced the first photons capable of ionizing
the neutral hydrogen atoms permeating space, starting the Epoch of Reionization (EoR), the last major phase transition in the
Universe. In the initial stages of reionization, isolated galaxies (light yellow dots) produced ionized regions (gray patches) that
grew and merged until the Universe was fully reionized. Image Credit: DELPHI project (ERC 717001).
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Figure 1. Left: density distribution at z = 8 in a 10 × 10 comoving Mpc region around the progenitor of an LG analogue. Haloes that have Mvir(z = 8) above
the atomic cooling limit and that are the main branch progenitor of objects surviving to z = 0 are marked with grey circles, while main branch progenitors of
the MW/M31 analogues are marked with grey squares. Right: image of the same system at z = 0 (1.5 × 1.5 Mpc). Descendants of the z = 8 haloes marked in
the left-hand panel are shown with grey spheres, sized proportional to their z = 8 virial radii. There are approximately 140 identified objects in each image.

embedded in large high-resolution regions. The primary simula-
tions were performed in a WMAP7 cosmology1 (Komatsu et al.
2011) using particle masses of 1.9 × 105 M⊙ in the high-resolution
regions with a Plummer-equivalent force softening of 141 pc. Halo
catalogues in ELVIS are complete to Msub = 2 × 107 M⊙, or
equivalently, Vmax = 8 km s−1. The convergence values in terms
of ‘peak’ quantities (defined along a halo’s main branch) are
Mpeak = 6 × 107 M⊙ or Vpeak = 12 km s−1. This is sufficient to
resolve all haloes above the atomic cooling limit of Vvir ≈ 17 km s−1

or Mvir(z = 8) ≈ 108 M⊙. Merger trees are available for all of the
ELVIS simulations; in this Letter, we use a version of the trees
that tracks the most massive progenitor at each snapshot, which is
slightly different from what the standard trees provide. Further de-
tails about the ELVIS suite can be found in Garrison-Kimmel et al.
(2014).

Fig. 1 gives an initial visual impression of the matter distribu-
tion around an LG analogue, ‘Zeus and Hera’, at z = 8 (left) and
z = 0 (right). Massive (Mvir > 108 M⊙) objects at z = 8 with an
identifiable descendant at z = 0 are highlighted with grey spheres,
sized proportional to rvir(z = 8) in both images. Only atomic cool-
ing haloes at z = 8 that are the most massive progenitors of bound
z = 0 objects are marked, i.e. there is a one-to-one correspondence
between the circled haloes in the left-hand panel and those in the
right. There are approximately 140 surviving, bound haloes in and
around this LG analogue that had main-progenitor masses above the
atomic cooling limit at z = 8 and are therefore good potential sites
for early galaxy formation. In subsequent sections, we quantify the
number of massive z = 8 haloes surviving to z = 0 in the Local
Volume and investigate the resulting implications for reionization
scenarios.

Maintaining cosmological reionization with galaxies requires a
cosmological star formation rate density (SFRD) that exceeds a
critical value of

ρ̇SFR ≈ 0.018 M⊙ yr−1 Mpc−3
(

1 + z

8

)3
C3

fesc,0.2
T −0.845

4 (1)

1 Specifically, the cosmological parameters are "m = 0.266, "# = 0.734,
ns = 0.963, and h ≡ H0/(100 km s−1 Mpc−1) = 0.71.

(Madau, Haardt & Rees 1999; Shull et al. 2012). This critical SFRD
depends on the effective clumping factor CH ≡ ⟨n2

p+ ⟩/⟨np+ ⟩2 of ion-
ized hydrogen (C3 = CH/3) and the escape fraction fesc of ionizing
photons from galaxies (fesc, 0.2 = fesc/0.2), as well as the temperature
of the intergalactic medium, T4 ≡ TIGM/104 K. We assume that the
star formation rate is a function of halo mass, with

Ṁ⋆ = Ṁ10

(
Mvir

1010 M⊙

)β

(2)

for halo masses above a critical value Mc and Ṁ⋆ = 0 for Mvir < Mc.
We then have

ρ̇SFR,sim = Ṁ10

∫ ∞

Mc

(
M

1010 M⊙

)β dn

dM
dM . (3)

For any value of Mc and β, we can determine the required nor-
malization Ṁ10 of the star formation rate to reionize the Universe
with galaxies through a comparison with equation (1). Fig. 2 shows
contours of the required Ṁ10 (in units of M⊙ yr−1) at z = 8 in
Mc−β space, adopting the mass function for dark matter haloes
given by Sheth & Tormen (1999, which, we have confirmed, gives
a good match to the halo abundance in the simulations of Schultz
et al. 2014 and Vogelsberger et al. 2014). Finlator, Davé & Özel
(2011) find β ≈ 1.35 and Ṁ10 = 0.42 M⊙ yr−1 at z = 8 in their
simulations, giving Mc ≈ 1.5 × 108 M⊙ (which is just at their res-
olution limit) – i.e. star formation is required in all haloes above the
atomic cooling limit in order to achieve reionization in these sim-
ulations. For steeper values of β in the Ṁ⋆−Mvir relation, higher
normalizations Ṁ10 and/or lower cut-off masses Mc are required.

3 C O N N E C T I O N TO R E D S H I F T Z E RO

In order to schematically associate dark matter halo masses with
observed UV luminosity functions at z = 8, we use abundance
matching (Conroy, Wechsler & Kravtsov 2006). As in Section 2,
we use the Sheth–Tormen halo mass function; we take the UV
luminosity function measured by Schenker et al. (2013), which is
very similar to that of Schmidt et al. (2014) and Bouwens et al.
(2014). As the Hubble Ultra Deep Field (HUDF) is only complete
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Why look for near-far connections?
• The nearby Universe is the only place where we can directly study the faintest stellar systems 

• Conditions in the lowest mass, lowest metallicity regions nearby may reflect those of the 
earliest phases of star formation in the Universe 

• These connections give us a way to understand galaxy evolution, not just a single snapshot
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Figure 1. Left: density distribution at z = 8 in a 10 × 10 comoving Mpc region around the progenitor of an LG analogue. Haloes that have Mvir(z = 8) above
the atomic cooling limit and that are the main branch progenitor of objects surviving to z = 0 are marked with grey circles, while main branch progenitors of
the MW/M31 analogues are marked with grey squares. Right: image of the same system at z = 0 (1.5 × 1.5 Mpc). Descendants of the z = 8 haloes marked in
the left-hand panel are shown with grey spheres, sized proportional to their z = 8 virial radii. There are approximately 140 identified objects in each image.
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tions were performed in a WMAP7 cosmology1 (Komatsu et al.
2011) using particle masses of 1.9 × 105 M⊙ in the high-resolution
regions with a Plummer-equivalent force softening of 141 pc. Halo
catalogues in ELVIS are complete to Msub = 2 × 107 M⊙, or
equivalently, Vmax = 8 km s−1. The convergence values in terms
of ‘peak’ quantities (defined along a halo’s main branch) are
Mpeak = 6 × 107 M⊙ or Vpeak = 12 km s−1. This is sufficient to
resolve all haloes above the atomic cooling limit of Vvir ≈ 17 km s−1

or Mvir(z = 8) ≈ 108 M⊙. Merger trees are available for all of the
ELVIS simulations; in this Letter, we use a version of the trees
that tracks the most massive progenitor at each snapshot, which is
slightly different from what the standard trees provide. Further de-
tails about the ELVIS suite can be found in Garrison-Kimmel et al.
(2014).

Fig. 1 gives an initial visual impression of the matter distribu-
tion around an LG analogue, ‘Zeus and Hera’, at z = 8 (left) and
z = 0 (right). Massive (Mvir > 108 M⊙) objects at z = 8 with an
identifiable descendant at z = 0 are highlighted with grey spheres,
sized proportional to rvir(z = 8) in both images. Only atomic cool-
ing haloes at z = 8 that are the most massive progenitors of bound
z = 0 objects are marked, i.e. there is a one-to-one correspondence
between the circled haloes in the left-hand panel and those in the
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around this LG analogue that had main-progenitor masses above the
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What can we learn by studying near-far connections?
• Reionization’s effects on dwarf galaxies and dwarf galaxies’ contributions to reionization 

• Conditions of star formation leading to systems of similar  but vastly different properties 

• Surviving versus disrupted galaxies and star clusters

M⋆
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catalogues in ELVIS are complete to Msub = 2 × 107 M⊙, or
equivalently, Vmax = 8 km s−1. The convergence values in terms
of ‘peak’ quantities (defined along a halo’s main branch) are
Mpeak = 6 × 107 M⊙ or Vpeak = 12 km s−1. This is sufficient to
resolve all haloes above the atomic cooling limit of Vvir ≈ 17 km s−1
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that tracks the most massive progenitor at each snapshot, which is
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right. There are approximately 140 surviving, bound haloes in and
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The Local Group at : a highly biased view of the Universez = 0
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Boylan-Kolchin et al. 2016; image from Illustris 
(Vogelsberger et al. 2014) 



The Local Group came from matter within a  comoving Mpc spherer ∼ 5

z = 7

co-moving size of Local Group

z = 3
z = 0

Boylan-Kolchin et al. 2016



The Local Group came from matter within a  comoving Mpc spherer ∼ 5

z = 7
z = 3

z = 0co-moving size of 
Hubble UDF (3.1’ x 3.1’)

For most of the history of the Universe, the progenitors of the Local Group 
cover a larger area on the sky than the Hubble UDF

Boylan-Kolchin et al. 2016



The Local Group is unique in its ability to reveal galaxy evolution

http://www.alternavox.net/wp-content/uploads/heic1214c.jpeg

The Local Group: galaxy evolution on a galaxy-by-galaxy basis in 
thin -slices ( ) with area similar to HUDF/NIRCamz Δz ∼ 0.02 at z = 7

z = 7

http://www.alternavox.net/wp-content/uploads/heic1214c.jpeg


The faint galaxy population of the Local Group is representative* of the Universe

normalization matches for 
Mhalo ≲ 2 × 109 M⊙

Boylan-Kolchin et al. 2016

*in some ways; we would like to understand this better



What are the scales relevant for galaxy formation?

The Aquarius Project 1695

Figure 9. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity. The top panel shows the raw measurements from the
simulations, while in the bottom panel, we have applied the correction of
equation (10) to compensate approximately for the impact of the gravita-
tional softening on Vmax. We show results for five simulations of the Aq-A
halo carried out with differing mass resolution. The dashed line is the fitting
function given for their own simulations by Reed et al. (2005), which also
accurately matches the result for the ‘Via Lactea I’ simulation (Diemand
et al. 2007a). This is clearly inconsistent with our own data.

showing that we are really seeing the same subhaloes, and that
they are reproduced with the same maximum circular velocity in
all the simulations. This suggests that we are also achieving good
convergence for the internal structure of individual subhaloes, an
issue that we will investigate further below.

However, it is worth noting that the individual measurements
for the velocity functions peel away from their higher resolution
counterparts comparatively early at low velocities, which suggests
worse convergence than found for the subhalo mass functions at
the low-mass end. This behaviour can be understood as an effect
of the gravitational softening length ϵ, which lowers the maximum
circular velocities of subhaloes for which rmax is not much larger
than ϵ. To estimate the strength of this effect, we can imagine that
the gravitational softening for an existing subhalo is adiabatically

lowered from ϵ to zero. The angular momentum of individual par-
ticle orbits is then an adiabatic invariant. Assuming for simplicity
that all particles are on circular orbits, and that the gravitational
softening can be approximated as a Plummer force with softening
length ϵ, the expected change of the maximum circular velocity is
then

V ′
max = Vmax [1 + (ϵ/rmax)2]1/2. (10)

In the lower panel of Fig. 9, we plot the cumulative velocity func-
tions for these corrected maximum circular velocities. Clearly, the
measurements line up more tightly down to lower Vmax, demonstrat-
ing explicitly that the convergence in the number of objects counted
as a function of (corrected) circular velocity is in principle as good
as that counted as a function of mass. Note that a similar correction
can also be applied to the measured rmax values. However, for the
remainder of this paper, we focus on the raw measurements from the
simulations without applying a gravitational softening correction.

The dashed line in Fig. 9 shows the fit which Reed et al.
(2005) quote for the subhalo abundance as a function of max-
imum circular velocity in their own simulations, N(>Vmax) =
(1/48)(Vmax,sub/Vmax,host)−3. Diemand et al. (2007a) found this for-
mula to fit the results from their own Via Lactea I simulation very
well. Fig. 9 thus confirms the indication from subhalo mass fractions
that our simulations show substantially more substructure than re-
ported for Via Lactea I. This is particularly evident at lower subhalo
masses which are unaffected by the small number effects which
cause scatter in the abundance of massive subhaloes. With the help
of J. Diemand and his collaborators, we have checked that this abun-
dance difference is not a result of the different subhalo detection
algorithms used in our two projects.

We do not think that this discrepancy can be explained by halo-to-
halo scatter since it is much larger than the variation in substructure
abundance among our own sample of haloes. This is demonstrated
in Fig. 10, which shows the cumulative subhalo abundance dis-
tributions within r50 as a function of maximum subhalo circular
velocity for all our resolution level 2 haloes. We plot subhalo count

Figure 10. Cumulative subhalo abundance as a function of maximum sub-
halo circular velocity in units of the circular velocity of the main halo at
r50. We show results for all six of our haloes at resolution level 2, and in
addition we include our highest resolution result for the Aq-A-1 run. For
comparison, we overplot fitting functions for the Via Lactea I and Via Lactea
II simulations (Diemand et al. 2007a, 2008), appropriately rescaled from a
normalization to Vmax,host to one by V50,host.

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 391, 1685–1711

Vinfall/Vhost

cu
m

ul
at

ive
 n

um
be

r 

observed bright satellites

20 200
 [km/s]Vinfall Springel et al. 2008 / Aquarius project

Vinfall ~ 40 km/s (LyC sensitive)

Ultra-faint dwarfs; observational biases, 
sensitive to details of galaxy formation

2

No stars

Vinfall ~ 15 km/s (atomic cooing)

No stars



The field should be littered with reionization-quenched ultra-faints
Near-field constraints on reionization L45

Figure 1. Left: density distribution at z = 8 in a 10 × 10 comoving Mpc region around the progenitor of an LG analogue. Haloes that have Mvir(z = 8) above
the atomic cooling limit and that are the main branch progenitor of objects surviving to z = 0 are marked with grey circles, while main branch progenitors of
the MW/M31 analogues are marked with grey squares. Right: image of the same system at z = 0 (1.5 × 1.5 Mpc). Descendants of the z = 8 haloes marked in
the left-hand panel are shown with grey spheres, sized proportional to their z = 8 virial radii. There are approximately 140 identified objects in each image.

embedded in large high-resolution regions. The primary simula-
tions were performed in a WMAP7 cosmology1 (Komatsu et al.
2011) using particle masses of 1.9 × 105 M⊙ in the high-resolution
regions with a Plummer-equivalent force softening of 141 pc. Halo
catalogues in ELVIS are complete to Msub = 2 × 107 M⊙, or
equivalently, Vmax = 8 km s−1. The convergence values in terms
of ‘peak’ quantities (defined along a halo’s main branch) are
Mpeak = 6 × 107 M⊙ or Vpeak = 12 km s−1. This is sufficient to
resolve all haloes above the atomic cooling limit of Vvir ≈ 17 km s−1

or Mvir(z = 8) ≈ 108 M⊙. Merger trees are available for all of the
ELVIS simulations; in this Letter, we use a version of the trees
that tracks the most massive progenitor at each snapshot, which is
slightly different from what the standard trees provide. Further de-
tails about the ELVIS suite can be found in Garrison-Kimmel et al.
(2014).

Fig. 1 gives an initial visual impression of the matter distribu-
tion around an LG analogue, ‘Zeus and Hera’, at z = 8 (left) and
z = 0 (right). Massive (Mvir > 108 M⊙) objects at z = 8 with an
identifiable descendant at z = 0 are highlighted with grey spheres,
sized proportional to rvir(z = 8) in both images. Only atomic cool-
ing haloes at z = 8 that are the most massive progenitors of bound
z = 0 objects are marked, i.e. there is a one-to-one correspondence
between the circled haloes in the left-hand panel and those in the
right. There are approximately 140 surviving, bound haloes in and
around this LG analogue that had main-progenitor masses above the
atomic cooling limit at z = 8 and are therefore good potential sites
for early galaxy formation. In subsequent sections, we quantify the
number of massive z = 8 haloes surviving to z = 0 in the Local
Volume and investigate the resulting implications for reionization
scenarios.
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ized hydrogen (C3 = CH/3) and the escape fraction fesc of ionizing
photons from galaxies (fesc, 0.2 = fesc/0.2), as well as the temperature
of the intergalactic medium, T4 ≡ TIGM/104 K. We assume that the
star formation rate is a function of halo mass, with

Ṁ⋆ = Ṁ10

(
Mvir

1010 M⊙

)β

(2)

for halo masses above a critical value Mc and Ṁ⋆ = 0 for Mvir < Mc.
We then have

ρ̇SFR,sim = Ṁ10

∫ ∞

Mc

(
M

1010 M⊙

)β dn

dM
dM . (3)

For any value of Mc and β, we can determine the required nor-
malization Ṁ10 of the star formation rate to reionize the Universe
with galaxies through a comparison with equation (1). Fig. 2 shows
contours of the required Ṁ10 (in units of M⊙ yr−1) at z = 8 in
Mc−β space, adopting the mass function for dark matter haloes
given by Sheth & Tormen (1999, which, we have confirmed, gives
a good match to the halo abundance in the simulations of Schultz
et al. 2014 and Vogelsberger et al. 2014). Finlator, Davé & Özel
(2011) find β ≈ 1.35 and Ṁ10 = 0.42 M⊙ yr−1 at z = 8 in their
simulations, giving Mc ≈ 1.5 × 108 M⊙ (which is just at their res-
olution limit) – i.e. star formation is required in all haloes above the
atomic cooling limit in order to achieve reionization in these sim-
ulations. For steeper values of β in the Ṁ⋆−Mvir relation, higher
normalizations Ṁ10 and/or lower cut-off masses Mc are required.

3 C O N N E C T I O N TO R E D S H I F T Z E RO

In order to schematically associate dark matter halo masses with
observed UV luminosity functions at z = 8, we use abundance
matching (Conroy, Wechsler & Kravtsov 2006). As in Section 2,
we use the Sheth–Tormen halo mass function; we take the UV
luminosity function measured by Schenker et al. (2013), which is
very similar to that of Schmidt et al. (2014) and Bouwens et al.
(2014). As the Hubble Ultra Deep Field (HUDF) is only complete
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too many predicted DES and PS1 satellites; however, our
results are consistent with s = 0 dexRlog at 95%
confidence.

8. The power-law index of the galaxy–halo size relation is
constrained to lie between 0.5 and 1.45 at 68%
confidence. For shallower power-law slopes, satellite
sizes do not change appreciably as a function of halo size,
which results in a worse joint fit to the observed absolute
magnitude and surface brightness distribution. We note
that the posterior widens when our Gaussian prior on n is
relaxed.

7.5. Properties of Halos that Host the Faintest Satellites

We now explore the properties of the lowest-mass halos
inferred to host MW satellites. The left panel of Figure 6 shows
the galaxy occupation fraction derived from our statistical
inference, where uncertainties are estimated by drawing from
our fiducial posterior. By sampling from our fiducial posterior,
we infer that halos with a peak virial mass below ´ M2.5 108

and peak circular velocity below -19 km s 1 host at least one of
the faintest observed satellites. To convert these into maximally
conservative upper limits, we account for the uncertainty in
MW host halo mass using the procedure described in
Appendix A.1, which yields limits on the minimum halo mass
and peak circular velocity of < ´ M3.2 10min

8 and
< -V 21 km speak,min

1 at 95% confidence. Furthermore, we
predict that the faintest observed satellite inhabits a halo with

= ´ M1.5 10peak
8 , on average.61

These results improve upon the minimum halo mass
constraint derived from classical and SDSS satellites (Nadler
et al. 2019b) by a factor of 2, and they are consistent with the
constraints reported in Jethwa et al. (2018). Moreover, these
upper limits are not in significant tension with the expected
atomic cooling limit of » -V 20 km speak

1, contrary to recent

studies based on the radial MW satellite distribution (e.g.,
Graus et al. 2019) and consistent with the findings in Bose et al.
(2019).
We caution that the median galaxy occupation fraction

shown in Figure 6 is driven by the assumed functional form in
Equation (3) and is therefore arbitrary. Although the functional
form in Equation (3) is consistent with results from
hydrodynamic simulations for   M10peak

9 , this particular
functional form is not required to fit the DES and PS1
luminosity functions. Rather, we have evidence that fgal>50%
above a peak virial mass of ~ M108 . To verify that the
assumed form of the galaxy occupation fraction does not
impact our constraints, we also test a binned model in which
we fit for50 and a corresponding 90% occupation mass. We
find that the resulting 50% and 90% occupation constraints are
consistent with those inferred from our fiducial analysis.
A wide range of galaxy occupation fractions have been

reported in hydrodynamic simulations, with some placing50
as high as ~ M109 (Sawala et al. 2016b; Fitts et al. 2018).
However, recent hydrodynamic simulations run at higher
resolution result in efficient galaxy formation in significantly
lower-mass halos, and some claim that all halos down to the
resolution limit consistently host star particles (Wheeler et al.
2019). In addition, simulations of galaxy formation at early pre-
reionization epochs show that stellar systems form in halos
with masses as low as ~ M107 (e.g., see Figure 13 in Côté
et al. 2018 for a compilation of recent simulation results). Most
recently, high-resolution simulations of high-redshift galaxy
formation that include the effects of spatially and temporally
inhomogeneous reionization find ~ M1050

8 (Katz et al.
2019).
Our galaxy occupation fraction constraint implies that

models with > M1050
8 are in significant tension with

the observed MW satellite population, as long as MW satellite
formation is representative of galaxy formation at this halo
mass scale, on average. This assumption may not be true if the
reionization history of the MW’s Lagrangian volume differs
from the average reionization history of an MW-mass halo

Figure 6. Left panel: fraction of halos that host galaxies, inferred from our fit to the DES and PS1 satellite populations. The solid line shows the median inferred
galaxy occupation fraction, and dark (light) shaded contours represent 68% (95%) confidence intervals. The resolution limit of our simulations is indicated by the
dashed vertical line. Right panel: SMHM relation inferred from our fit to the DES and PS1 satellite populations. An extrapolation of the mean SMHM relation derived
from more luminous field galaxies is shown in gray (Behroozi et al. 2013a). Stars illustrate the mean of the predictedpeak range corresponding each observed DES
and PS1 satellite, and top ticks indicate the corresponding present-day virial masses of the halos that host these systems.

61 The faintest observed satellite in our analysis, Cetus II, is detected by DES
with MV=0.02 mag (Drlica-Wagner et al. 2015; Table C1).
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F��. 2.— Rest-frame UV luminosity function of galaxies at I 2 [5, 10] in
the model with the end of reionization at Irei = 6 and a small amount of SFR
stochasticity of f� = 0.1 (see Section 2.2). Effects of dust are not included
in the model LFs. The LFs at different redshifts are displaced vertically
by a factor of 106�I for clarity. The different symbols show observational
estimates of the UV LF in recent studies that used HST and JWST observations
(Bouwens et al. 2021, 2022, 2023; Donnan et al. 2023; Harikane et al. 2023).
Note that before reionization (i.e. I & 6), the slope of the LF even at the
faintest magnitudes remains as steep as that of "1500 ⇡ �14.

stochasticity and the model in which a small amount of SFR
stochasticity with f� = 0.1 (required to match observed UV
LF at these redshifts as per Kravtsov & Belokurov 2024) is
added. This level of SFR stochasticity modifies the shape of
the bright end of UV LF at "UV . �17.

As the figure shows, the effects of dust and adding SFR
stochasticity partly offset each other. Given the uncertainty
and the relatively small influence the dust effects have on our
conclusions, we do not include them in our calculations of
the relative contribution of galaxies of different luminosities
to the total UV and ionizing flux of galaxies. Given that
the effect of dust is larger for brighter galaxies, this implies
that we somewhat underestimate the relative contribution of
dwarf galaxies to the UV flux, making our estimates of their
contribution a conservative lower limit.

3. RESULTS
3.1. UV luminosity functions

Figure 2 shows the UV (_ = 1500 Å) luminosity function
of galaxies at I = 5, 6, 7, 8, 9, 10 in the model with the end of
reionization at Irei = 6 and a small amount of SFR stochasticity
of f� = 0.1 (see Section 2.2). It also shows observational
estimates of the UV LF in recent studies that used HST and
JWST observations. The model matches these quite well at
the range of luminosities probed by observations. Differences
at I  7 and "1500 . �20 are likely due to dust effects that
have a similar magnitude at these luminosities and redshifts
(see Fig. 1).

Agreement with UV LF estimates at I 2 [5, 10] at "1500 <
�14 and the fact that the model reproduces properties of I = 0
dwarf galaxies well (Kravtsov & Manwadkar 2022), including
the luminosity function of Milky Way satellites down to the
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F��. 3.— Comparison of rest-frame I = 7 UV LFs in models with reion-
ization redshifts Irei = 6 and 8.5. The green curve shows the LF function
estimated at I ⇡ 7 based on the star formation histories of the Local Group
dwarf galaxies (Boylan-Kolchin et al. 2015). The Local Group reconstructed
LF is in agreement with the model with Irei = 8.5, which indicates that the
Local volume was reionized around this redshift.

ultra-faint magnitudes (Manwadkar & Kravtsov 2022), means
we can plausibly expect that the model UV LF can faithfully
describe the evolution of the luminosity function at fainter
magnitudes.

This statement is supported by the comparison with the
reconstruction of the UV LF of the progenitors of the Lo-
cal Group dwarf galaxies at I ⇡ 7 of Boylan-Kolchin et al.
(2015) shown in Figure 3. This LF reconstruction was done
using observational estimates of the star formation histories
of dwarf galaxies measured from their color-magnitude di-
agrams (Weisz et al. 2014, 2019; Weisz & Boylan-Kolchin
2017) and their corresponding "1500 at I ⇡ 7. The function
is a combination of the Schechter form with "¢ = �21.03,
q¢ = 1.57 ⇥ 10�4 mag�1 Mpc�3, U = �2.03 at "1500 < �13
(Finkelstein et al. 2015) and a power law q / !�1.2

1500 at
"1500 � �13. As shown by Boylan-Kolchin et al. (2015),
the flattening of the slope at "1500 is required by the observed
abundance of Local Group dwarf galaxies with such faint es-
timated I = 7 absolute magnitudes.

Figure 3 shows the UV LF of our model galaxies for the
models with the end of reionization at Irei = 6 and Irei = 8.5.
The Irei = 8.5 model is in good agreement with the faint-
end UV LF deduced by Boylan-Kolchin et al. (2015), because
by I = 7 galaxies of "1500 & �13 become affected by the
UV heating, while in the Irei = 6 this occurs only at I . 6.
This also agrees with the analysis of Manwadkar & Kravtsov
(2022), which used the same model as in our analysis to show
that the I = 0 luminosity function of the Milky Way satellites
favors reionization at Irei ⇡ 8 � 9.

Note that the Lagrangian volume which collapsed into the
volume containing nearby dwarf galaxies is generally expected
to reionize at I & 7 (Zhu et al. 2019; Ocvirk et al. 2020;
Trac et al. 2022) – earlier than the overall reionization of
the Universe, which occurred at Irei ⇡ 6 (Gnedin & Madau
2022; Robertson 2022). Thus, the flattening of the UV LF at

Contribution of dwarf galaxies to reionization 5

TABLE 1
B���-��� ���������� ��� J����� �� ��. (2013)’� �������� S��������
�������� �� ��� ���������� UV LF �� I 2 [5, 10]. T�� ���� ������

U � V ����� ��� ��������� ����� ��� LF �����.

I log10 q¢ "1500,¢ "1500,C U V U � V

Mpc�3

Irei = 6.0
5 -2.531 -22.94 -17.18 -0.445 0.675 -1.121
6 -3.334 -23.20 -18.20 -0.655 0.672 -1.327
7 -3.616 -23.30 -17.50 -0.699 0.754 -1.452
8 -4.144 -23.58 -17.84 -0.769 0.947 -1.715
9 -4.589 -23.90 -17.48 -0.814 1.026 -1.840
10 -5.665 -25.32 -17.72 -0.898 1.214 -2.111

Irei = 8.5
5 -0.501 -22.61 -13.04 -0.031 0.858 -0.889
6 -0.884 -22.59 -13.19 -0.128 0.869 -0.997
7 -1.850 -22.36 -14.06 -0.336 0.824 -1.160
8 -2.913 -22.39 -15.21 -0.574 0.787 -1.361
9 -4.072 -22.78 -16.59 -0.790 0.762 -1.552
10 -4.777 -23.07 -17.19 -0.884 1.097 -1.981

"1500 & �13 exhibited by the local dwarf galaxies does not
imply that the mean UV LF of I = 7 galaxies in the Universe
should have a similar flattening.

Before reionization, UV LFs shown in Figure 2 become
gradually shallower with decreasing luminosity (increasing
"UV) down to "UV ⇡ �14, while at fainter magnitudes the
slope stays approximately constant down to "UV = �4. The
value of the slope U in 3=/3! / !U at these faint luminosities
is U ⇡ �1.7, which is quite steep.

The flattening at brighter magnitudes and the constant slope
at fainter ones is a result of the specific feedback-driven out-
flow prescription adopted in the model which was tested and
calibrated using the mass-metallicity relation of local dwarf
galaxies and luminosity function of the Milky Way satellites.
In what follows, we will present analytical fits to the luminosity
functions predicted in our model both for the UV luminosity
at _ = 1500 Å and for the emission rate of ionizing photons.

3.2. Modified Schechter function fit

We approximate model UV luminosity functions with the
modified Schechter functional form of Jaacks et al. (2013):

�(!) = q¢

✓
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� !
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, (3)

where q¢ and !¢ are the normalization and characteristic
luminosity of the bright end, respectively. Compared to the
Schechter form, which has a fixed faint-end slope U, this form
has a slope that can become progressively shallower or steeper
around !C and reaches the asymptotic slope ofU�V at ! ⌧ !C .

We determine the best-fit parameters of the function by
minimizing the least-squares differences between the func-
tional form and model UV LF converted from the luminosity
to absolute magnitude "UV using the conversion

"UV =�2.5 log10
!UV

4c(10 pc)2 � 48.6

=�2.5 log10 !UV � 148.8, (4)
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F��. 4.— Least-squares fit on the model LFs at I = 5, 6, 7, 8, 9, 10 with
Jaacks et al. (2013)’s modified Schechter function shown in Equation 3, fitted
on �26  "1500  �4 (see the best-fit parameters in Table 1). The two panels
show fits to the LFs in models with Irei = 6.0 and Irei = 8.5, respectively.
The faint-end behavior, including the steep slope before reionization and the
flattening in post-reionization redshifts I < Irei, are accurately reflected by
the modified Schechter fit.

where !UV is the luminosity density at _ = 1500 Å in
egs s�1 Hz�1.

The best-fit parameters for different redshifts in models with
Irei = 6 and Irei = 8.5 are presented in Table 1 and the fits are
compared to the computed model UV LFs in Figure 4. The fig-
ure shows that in both Irei models the functional form provides
an excellent description of the model luminosity functions at
all I and over the entire range of luminosities.

Figure 4 also illustrates the effect of Irei: the Irei = 8.5 model
shows significant flattening at the faint end for redshifts I . 8.5
due to suppression of accretion caused by the UV heating of
the intergalactic medium during and after reionization. The
flattening is also reflected in the lower U � V values at these
redshifts in Table 1. In the Irei = 6 model, such flattening also
occurs after reionization and is apparent only in the I = 5 LF.

Wu & Kravtsov 2024



Simulations see a redshift-dependent flattening
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Figure 1. Rest-frame ultraviolet luminosity functions (UV-LFs) of galaxies in FIREboxHR at I ⇠ 6 � 15 (colored circles and lines) and comparison with
observational data (black symbols and thick lines; thin black lines show extrapolations of the observed UV-LFs to faint magnitudes): McLure et al. 2013 (L13),
Harikane et al. 2022 (H22), Naidu et al. 2022 (N22), Bouwens et al. 2022 (B22), Donnan et al. 2023a (D23), Harikane et al. 2023 (H23), Pérez-González et al.
2023 (P23), Bouwens et al. 2023b (B23), Atek et al. 2024 (A24), Casey et al. 2024 (C24), Finkelstein et al. 2024 (F24), Robertson et al. 2023a (R24), and
Donnan et al. 2024 (D24). The UV luminosities are calculated with the dust-radiative transfer code SKIRT for the more massive galaxies (filled circles) and
in an optically thin approximation for the remaining, largely dust-free, galaxies (empty circles). Vertical error bars of the UV-LFs in FIREboxHR are obtained
via bootstrapping, while horizontal error bars indicate bin-widths. Thinner colored lines indicate the UV-LFs when galaxies with stellar masses below 105 "�
(⇠ 12 � 15 star particles) or below 3 ⇥ 105 "� (⇠ 35 � 50 star particles) are excluded. FIREboxHR reproduces the observed UV LFs and their evolution over
I ⇠ 6 � 14.

luminosities of their star particles. To this end, we bi-linearly inter-
polate the spectral luminosities (per unit stellar mass) provided by
the BPASS library for the given ages and metallicities of all star par-
ticles within a 3 proper kpc ball from the center of the galaxy. After
multiplying with the initial stellar mass we calculate the spectral UV
luminosity of a given star particle by averaging of the 0.15 `< UV
filter band as described above for the SKIRT analysis. We finally
sum the spectral UV luminosities and convert them into absolute UV
magnitudes.

In this work, we combine both approaches to obtain accurate UV
luminosities at a lower computational cost. Specifically, we employ
the first method for the =-th most massive halos at a given snapshot
and the second approach for the remaining halos. Here, = is in the
range of 51 to 1001 depending on snapshot. It is chosen to conser-
vatively include all halos with "halo � 5 ⇥ 108

"� at I � 13, with
"halo � 109

"� at I ⇠ 10 � 12, and with "halo � 3 ⇥ 109
"� at

I  9. As demonstrated by Fig. A1 in the appendix, the importance
of dust attenuation depends strongly on halo mass but not redshift.
For halos less massive than 3 ⇥ 109

"� the magnitude difference is
lower than 0.05 mag on average, allowing us to replace the radiative
transfer calculation with the simpler, dust-free estimate in the interest
of reducing the computational cost.

Uncertainties for most estimates are calculated via bootstrap-
ping with the help of Python’s �����.�����.��������� routine.
Parametrized fitting uses Python’s �����.��������.�����_��� func-
tion with weights usually set to the 1-f uncertainties obtained via
bootstrapping.

3 RESULTS

3.1 UV luminosity function and luminosity density in
FIREboxHR

Because of its high dynamic range, FIREboxHR includes galaxies
with a wide range of properties, including low mass, UV faint galax-
ies below current observational limits as well as moderately luminous
galaxies with significant levels of dust attenuation. For instance, the
simulation volume contains about 2300 (540) galaxies with UV mag-
nitudes brighter than �14 at I = 6.3 (I = 10) as well as a smaller
number of luminous galaxies with UV magnitudes reaching up to
-21 at I ⇠ 6� 7, -20 at I ⇠ 8� 11, and -18 at I ⇠ 12� 15. To put this
in perspective, I ⇠ 8 galaxies with a rest-frame, dust-attenuated UV
magnitude of -14 (-20) have stellar masses of the order of 106

"�
(3⇥ 108

"�) and halo masses of 109
"� (5⇥ 1010

"�), see Fig. B1
in the appendix. Consequently, FIREboxHR allows us to both probe
the shape of the UV luminosity function (LF) and to explore the evo-
lution of the cosmic UV luminosity density from the end of Cosmic
Dawn to the final stages of hydrogen reionization.

According to Fig. 1, the UV LFs predicted by FIREboxHR are in
good agreement with observational estimates from JWST and HST
at I ⇠ 6 � 14 (McLure et al. 2013; Harikane et al. 2022; Naidu et al.
2022; Bouwens et al. 2022; Donnan et al. 2023a; Harikane et al.
2023; Pérez-González et al. 2023; Bouwens et al. 2023b; Robertson
et al. 2023a; Atek et al. 2024; Finkelstein et al. 2024; Donnan et al.
2024). In particular, the LFs follow closely the observed double-
power-law or Schechter function parametrization over a broad range

MNRAS 000, 1–24 (2024)
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TABLE 1
B���-��� ���������� ��� J����� �� ��. (2013)’� �������� S��������
�������� �� ��� ���������� UV LF �� I 2 [5, 10]. T�� ���� ������

U � V ����� ��� ��������� ����� ��� LF �����.

I log10 q¢ "1500,¢ "1500,C U V U � V

Mpc�3

Irei = 6.0
5 -2.531 -22.94 -17.18 -0.445 0.675 -1.121
6 -3.334 -23.20 -18.20 -0.655 0.672 -1.327
7 -3.616 -23.30 -17.50 -0.699 0.754 -1.452
8 -4.144 -23.58 -17.84 -0.769 0.947 -1.715
9 -4.589 -23.90 -17.48 -0.814 1.026 -1.840
10 -5.665 -25.32 -17.72 -0.898 1.214 -2.111

Irei = 8.5
5 -0.501 -22.61 -13.04 -0.031 0.858 -0.889
6 -0.884 -22.59 -13.19 -0.128 0.869 -0.997
7 -1.850 -22.36 -14.06 -0.336 0.824 -1.160
8 -2.913 -22.39 -15.21 -0.574 0.787 -1.361
9 -4.072 -22.78 -16.59 -0.790 0.762 -1.552
10 -4.777 -23.07 -17.19 -0.884 1.097 -1.981

"1500 & �13 exhibited by the local dwarf galaxies does not
imply that the mean UV LF of I = 7 galaxies in the Universe
should have a similar flattening.

Before reionization, UV LFs shown in Figure 2 become
gradually shallower with decreasing luminosity (increasing
"UV) down to "UV ⇡ �14, while at fainter magnitudes the
slope stays approximately constant down to "UV = �4. The
value of the slope U in 3=/3! / !U at these faint luminosities
is U ⇡ �1.7, which is quite steep.

The flattening at brighter magnitudes and the constant slope
at fainter ones is a result of the specific feedback-driven out-
flow prescription adopted in the model which was tested and
calibrated using the mass-metallicity relation of local dwarf
galaxies and luminosity function of the Milky Way satellites.
In what follows, we will present analytical fits to the luminosity
functions predicted in our model both for the UV luminosity
at _ = 1500 Å and for the emission rate of ionizing photons.

3.2. Modified Schechter function fit

We approximate model UV luminosity functions with the
modified Schechter functional form of Jaacks et al. (2013):
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where q¢ and !¢ are the normalization and characteristic
luminosity of the bright end, respectively. Compared to the
Schechter form, which has a fixed faint-end slope U, this form
has a slope that can become progressively shallower or steeper
around !C and reaches the asymptotic slope ofU�V at ! ⌧ !C .

We determine the best-fit parameters of the function by
minimizing the least-squares differences between the func-
tional form and model UV LF converted from the luminosity
to absolute magnitude "UV using the conversion

"UV =�2.5 log10
!UV

4c(10 pc)2 � 48.6

=�2.5 log10 !UV � 148.8, (4)
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F��. 4.— Least-squares fit on the model LFs at I = 5, 6, 7, 8, 9, 10 with
Jaacks et al. (2013)’s modified Schechter function shown in Equation 3, fitted
on �26  "1500  �4 (see the best-fit parameters in Table 1). The two panels
show fits to the LFs in models with Irei = 6.0 and Irei = 8.5, respectively.
The faint-end behavior, including the steep slope before reionization and the
flattening in post-reionization redshifts I < Irei, are accurately reflected by
the modified Schechter fit.

where !UV is the luminosity density at _ = 1500 Å in
egs s�1 Hz�1.

The best-fit parameters for different redshifts in models with
Irei = 6 and Irei = 8.5 are presented in Table 1 and the fits are
compared to the computed model UV LFs in Figure 4. The fig-
ure shows that in both Irei models the functional form provides
an excellent description of the model luminosity functions at
all I and over the entire range of luminosities.

Figure 4 also illustrates the effect of Irei: the Irei = 8.5 model
shows significant flattening at the faint end for redshifts I . 8.5
due to suppression of accretion caused by the UV heating of
the intergalactic medium during and after reionization. The
flattening is also reflected in the lower U � V values at these
redshifts in Table 1. In the Irei = 6 model, such flattening also
occurs after reionization and is apparent only in the I = 5 LF.
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F��. 5.— The fraction of UV flux contributed by galaxies brighter than a
given "UV for two reionization models (Irei = 6 and 8.5 respectively) across
redshifts I 2 [5, 10]. The fraction is computed by integrating the UV LF over
the luminosity range and dividing by the integral over the entire luminosity
range (See Equation 5 and 6). Both plots show results for the model with SFR
stochasticity. The figure shows that dwarf galaxies contribute a significant
fraction of the UV flux (⇡ 55 � 65% at "UV > �14), especially at higher I.

3.3. Fraction of UV emission from galaxies of different

"1500

We use the functional LF fits of Equation 3 to calculate the
fraction of UV luminosity per unit volume emitted by galaxies
brighter than a given "UV  �4:

5UV (< "UV) = 5norm

π
"UV

�1
!UV

3=

3"UV
3"UV, (5)

where normalization is

5norm =
π �4

�1
!UV

3=

3"UV
3"UV

��1

. (6)

Figure 5 shows 5 (< "UV) for both Irei = 6 and Irei = 8.5
models for I = 5, 6, 7, 8, 9, 10. For both choices of Irei, we see
a significant contribution of UV flux from dwarf galaxies with
"1500 > �14. The fraction of the UV flux they contribute is
⇡ 60% at I = 10 and declines with decreasing I to ⇡ 10% at
I = 5. Such decrease is due to 1) changing shape of the bright
end of UV LF which becomes shallower with decreasing I
due to the continuing buildup of massive halos and galaxies
and 2) flattening of the UV LF at "1500 & �13 due to the UV
heating after reionization (see discussion in Section 3.2). We
can see the effect of the latter in the rapid steepening of 5UV at
I = 8 compared to I = 9 for the model with Irei = 8.5 shown
in the bottom panel of Figure 5. The UV flux contribution of
"1500 > �14 galaxies in the model with Irei = 8.5 right before
reionization is & 50 � 60%, while in the Irei = 6 model it is
& 20 � 30%. The contribution of dwarf galaxies to the global
UV flux is thus higher at higher I, but is still substantial even
at I ⇡ 6 � 7 in the Irei = 6 case.

Note that due to the reionization-induced flattening of UV
LF at I & Irei for "UV . �13, there is no divergence of the
integral of the LF as it is integrated to lower luminosities, as
occurs for the Schechter form that approximates UV LF of
bright galaxies at "UV < �13. In our model LF a sharp flat-
tening or cutoff occurs only at "UV > �4. Before reionization,
5UV continues to increase with decreasing luminosity down to
"UV = �4 due to the constant and relatively steep slope of
the predicted faint end function. However, at "UV > �4
galaxies in our model have stellar masses "¢ . 200 "� and
form in halos of . 5 ⇥ 106 "� . Halos with virial mass of
"200c < 2 ⇥ 106 "� do not form stars, as expected in models
of gas cooling (Nebrin et al. 2023), which provides a natural
LF cutoff and prevents divergence of 5UV at "UV < �4. Note
also that Nebrin et al. (2023) show that at I < 8 the galaxies
in halos with masses "200c < 108 "� , which corresponds to
"UV & �8 in our model, cannot accrete gas due to radiative
heating. This does not necessarily mean that UV LF flattens
strongly at these faint luminosities immediately at I < 8 as
the galaxies can continue to form stars using the gas accreted
at earlier epochs. The effect of such gas suppression will be
felt at I < 7 when effects of UV heating start to affect UV LF
anyway.

3.4. Ionizing emission fraction from galaxies of different

"1500

Results presented above show that dwarf galaxies with lumi-
nosities beyond the reach of current observations contribute
significantly to the total UV emission of galaxies. These
galaxies can thus contribute substantially to the reionization
of hydrogen in the Universe. However, far UV luminosity at
_ = 1500 Å is only a rough proxy of the ionizing radiation
produced by galaxies, and the ratio between ionizing luminos-
ity and !1500 can vary significantly as a function of the IMF,
star formation history, metallicity, and binary fraction (e.g.,
Stanway et al. 2016).

The conversion from !1500 to the ionizing photon emis-
sion rate is usually parameterized using bion = §#ion/!1500
where !1500 is the luminosity per unit frequency in units of
ergs s�1Hz�1, and §#ion is the number of hydrogen-ionizing
photons emitted per second. Although bion is often consid-
ered a constant, it is expected to depend on various factors
and can thus vary from galaxy to galaxy as well as with time.
Here, instead of adopting a given value of bion, we compute
the emission rate of ionizing photons, §#ion, for each model

Wu & Kravtsov 2024
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Figure 2
Distribution of Milky Way satellites in absolute magnitude (MV) and half-light radius. Confirmed dwarf
galaxies are displayed as dark blue filled circles, and objects suspected to be dwarf galaxies but for which the
available data are not conclusive are shown as cyan filled circles. Dwarf galaxy candidates without any
published classification (usually because of the lack of spectroscopy) are shown as open gray circles. The faint
candidates with R1/2 ! 50 pc are almost certainly dwarf galaxies, but we do not include them in the
confirmed category here given the currently available observations. The dwarf galaxy/candidate data
included in this plot are listed in Supplemental Table 1. The open black diamonds represent the Milky
Way’s globular clusters (Harris 1996, the 2010 edition of the online catalog). Lines of constant central
surface brightness (at 25, 27, 29, and 31 mag arcsec−2 in V band) are plotted in pink. For stellar systems
brighter thanMV ≈ −5 there is no ambiguity in classification: Globular clusters have R1/2 " 20 pc, and
dwarf galaxies have R1/2 ! 100 pc. At fainter magnitudes the size distributions begin to impinge upon each
other, and classification based purely on photometric parameters may not always be possible. Whether the
two populations actually occupy nonoverlapping portions of this parameter space remains to be determined
from spectroscopy of the faintest stellar systems with half-light radii between 10 and 40 pc.

Based on the above discussion, we suggest that dwarf galaxies with absolute magnitudes fainter
than MV = −7.7 (L = 105 L⊙) be considered UFDs. This definition matches the naming con-
vention adopted by Bullock & Boylan-Kolchin (2017). Among the post-2005 discoveries, only
four galaxies are within 1 mag of this boundary: CVn I (MV = −8.7), Crater II (MV = −8.2),
Leo T (MV = −8.0), and Eridanus II (MV = −7.1).The first three of these systems stand out from
the fainter population in obvious ways: CVn I is substantially more luminous, larger, and more
metal-rich (e.g., Martin et al. 2007, 2008; Simon & Geha 2007; Muñoz et al. 2018); Crater II is
a factor of ∼4 more extended than any fainter dwarf (Torrealba et al. 2016a); and Leo T hosts
neutral gas and recent star formation (de Jong et al. 2008, Ryan-Weber et al. 2008). These ob-
jects more closely resemble the previously known dSphs and transition-type dwarfs in the Local
Group. Eridanus II, on the other hand, is distinct from other UFDs only in that it contains a star
cluster (Crnojević et al. 2016b). Setting the dividing line such that it lands between Eridanus II
and Leo T is therefore sensible and minimizes the likelihood that future revisions to the absolute
magnitudes of any of these systems will blur the boundary.
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Globular cluster formation epoch starts early
11

Figure 4. Cutout images (4.008 ⇥ 4.008) of the Cosmic Gems Arc in the NIRCam F150W and detection (F277W + F356W +
F444W) image. The segments S1–S7 were defined from the detection image and are outlined in gold. The Kron ellipse defined
from the central moments of the flux distribution in the combined segments is shown in red. In the F150W image, we also label
the two mirrored images of the arc, Images 1 and 2, as well as the star clusters A through E analyzed by Adamo et al. (2024).

Table 3. Measured Photometry of SPT0615-JD with JWST/NIRCam

ID F090W F115W F150W F200W F277W F356W F410M F444W

(nJy) (nJy) (nJy) (nJy) (nJy) (nJy) (nJy) (nJy)

Kron Ellipse 1.9± 14.0 �4.8± 12.9 508.5± 11.6 574.0± 9.1 457.3± 8.0 368.5± 7.9 357.1± 15.3 402.2± 12.5

Sum S1–S7 �7.5± 11.1 4.2± 10.3 442.3± 9.2 491.4± 7.4 396.3± 6.5 321.6± 6.3 302.2± 12.3 350.3± 10.0

Sum S2–S6 �3.9± 10.6 6.9± 9.8 424.1± 8.8 468.9± 7.0 381.0± 6.2 306.5± 6.1 291.8± 11.8 333.4± 9.6

Sum S4–S5 �0.3± 8.0 10.6± 7.4 289.4± 6.6 337.7± 5.3 279.6± 4.9 230.4± 4.8 221.4± 9.3 254.0± 7.5

S4 1.8± 5.0 4.7± 4.7 119.7± 4.2 137.1± 3.4 118.8± 3.1 95.5± 3.0 95.1± 5.9 111.0± 4.8

S5 �2.1± 6.2 6.0± 5.8 169.8± 5.1 200.5± 4.2 160.9± 3.8 134.9± 3.7 126.3± 7.2 143.0± 5.8

Counterimageb 1.9± 3.1 0.2± 3.0 13.5± 2.5 15.3± 2.0 11.0± 1.5 8.4± 1.5 8.8± 3.0 6.5± 2.4

Note—Observed fluxes, uncorrected for magnification. mAB = 31.4� 2.5 log(f⌫/nJy).

aFigure 4 shows the Kron aperture and segments S1 – S7 overplotted on the arc.

bPhotometry measured in the Kron aperture described in Section 3.2.

Bradley et al. 2024, Adamo et al. 2024

Individual star clusters with  in a  galaxy 
Clusters constitute ~30% of the total stellar mass ( )

r ∼ 1 pc, M⋆ ∼ 106 M⊙ z = 10
M⋆,tot ≈ 2.5 × 107 M⊙



Formation of a globular cluster (?) in a dwarf galaxy at z ≈ 11GCs in dwarf galaxies 1805 
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Figure 2. Analogous to Fig. 1 but for the bound stellar cluster formed in m10i galaxy at z = 10.8. Unlike the cluster in m10l, there is no cloud–cloud collision 
inducing the formation of the cluster. In this case, it is filamentary gas accretion, coupled with compression due to supernova feedback, that pushes gas to 
! gas = 10 4 M ⊙ pc −2 . In this case, the cluster formation happens at such an early epoch that there is barely even a ‘host galaxy’ to speak of, and the stellar mass 
formed as a result of the cluster formation far exceeds the pre-existing stellar content of the halo. 
systems at high redshifts to GCs at z = 0. We study the evolution of 
the star clusters formed at high redshift in our simulations by tracking 
clusters across simulation snapshots. To do so, we run PHINDER 
separately at each snapshot and then use the IDs of the each cluster 
at birth (the highest redshift snapshot at which it is identified) to 
find its descendant at each later time. The bound clusters formed in 
the simulations lose mass with time owing to both tidal interactions 
with their environment and numerical effects. We quantify cluster 
lifetimes via t 50 , the time relative to its birth at which a cluster has 
lost 50 per cent of its original stellar mass; the clusters typically 
disrupt completely soon after t 50 . We find a range of t 50 values, from 
∼100 Myr to 2.5 Gyr (see Table 1 ). The longest lived clusters are 
those that form at the greatest distances from the centre of their host 
haloes, indicating the importance of tides – coupled with numerical 
effects – in disrupting the clusters in our simulations. Notably, only 
one cluster forms within its host galaxy’s half-mass radius and 
that some form at > 4 r 1 / 2 , h , ef fecti vely completely outside of the 
galaxy. 

In Fig. 4 , we show the time evolution of the stellar mass profile of 
the (merged) m10l cluster o v er 2 . 5 Gyr after its formation. For the 
first ∼1.3 Gyr, corresponding to o v er 100 crossing times, the cluster’s 
inner mass profile is remarkably stable, while secular mass-loss 
outside of r 1/2 reduces the cluster mass by ∼ 30 per cent . Over this 
period, the cluster completes approximately 13 regular orbits around 

its host galaxy, with stable apocentres of ≈1.1 kpc and pericentres 
of ≈200 pc. Subsequently, the mass-loss accelerates and the cluster 
ev entually dissolv es after ∼2 . 5 Gyr . The half-mass radius of the 
cluster remains nearly constant o v er the cluster’s entire evolution. 
Although our simulations do not have the ability to accurately track 
the orbits of stellar particles o v er a Hubble time – which would 
require a direct N -body integrator, not the softened force algorithm 
employed by GIZMO – and the force softening adopted here precludes 
the formation of clusters with ∼pc-scale half-mass radii, these results 
indicate that the clusters forming in these simulations are long-lived 
and are plausible progenitors of present-day GCs that are observed 
in some dwarf galaxies. 
3.3 Connections between stellar clusters and their host haloes 
The last six columns of Table 1 contain information about the 
dark matter halo within which each cluster forms and the prop- 
erties of the central galaxy of each halo at the time of clus- 
ter formation. As expected for haloes that have M vir ( z = 0) = 
10 10 M ⊙, the progenitor haloes at high redshifts – when the clusters 
form – are approximately an order of magnitude lower in mass, 
M ∼(0 . 5 –1 . 5) × 10 9 M ⊙, and the maximum circular velocity of the 
host at the time of cluster formation is 30 –40 km s −1 . These numbers 
indicate that these GCCs are forming at high redshift in haloes 
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Figure 2. Analogous to Fig. 1 but for the bound stellar cluster formed in m10i galaxy at z = 10.8. Unlike the cluster in m10l, there is no cloud–cloud collision 
inducing the formation of the cluster. In this case, it is filamentary gas accretion, coupled with compression due to supernova feedback, that pushes gas to 
! gas = 10 4 M ⊙ pc −2 . In this case, the cluster formation happens at such an early epoch that there is barely even a ‘host galaxy’ to speak of, and the stellar mass 
formed as a result of the cluster formation far exceeds the pre-existing stellar content of the halo. 
systems at high redshifts to GCs at z = 0. We study the evolution of 
the star clusters formed at high redshift in our simulations by tracking 
clusters across simulation snapshots. To do so, we run PHINDER 
separately at each snapshot and then use the IDs of the each cluster 
at birth (the highest redshift snapshot at which it is identified) to 
find its descendant at each later time. The bound clusters formed in 
the simulations lose mass with time owing to both tidal interactions 
with their environment and numerical effects. We quantify cluster 
lifetimes via t 50 , the time relative to its birth at which a cluster has 
lost 50 per cent of its original stellar mass; the clusters typically 
disrupt completely soon after t 50 . We find a range of t 50 values, from 
∼100 Myr to 2.5 Gyr (see Table 1 ). The longest lived clusters are 
those that form at the greatest distances from the centre of their host 
haloes, indicating the importance of tides – coupled with numerical 
effects – in disrupting the clusters in our simulations. Notably, only 
one cluster forms within its host galaxy’s half-mass radius and 
that some form at > 4 r 1 / 2 , h , ef fecti vely completely outside of the 
galaxy. 

In Fig. 4 , we show the time evolution of the stellar mass profile of 
the (merged) m10l cluster o v er 2 . 5 Gyr after its formation. For the 
first ∼1.3 Gyr, corresponding to o v er 100 crossing times, the cluster’s 
inner mass profile is remarkably stable, while secular mass-loss 
outside of r 1/2 reduces the cluster mass by ∼ 30 per cent . Over this 
period, the cluster completes approximately 13 regular orbits around 

its host galaxy, with stable apocentres of ≈1.1 kpc and pericentres 
of ≈200 pc. Subsequently, the mass-loss accelerates and the cluster 
ev entually dissolv es after ∼2 . 5 Gyr . The half-mass radius of the 
cluster remains nearly constant o v er the cluster’s entire evolution. 
Although our simulations do not have the ability to accurately track 
the orbits of stellar particles o v er a Hubble time – which would 
require a direct N -body integrator, not the softened force algorithm 
employed by GIZMO – and the force softening adopted here precludes 
the formation of clusters with ∼pc-scale half-mass radii, these results 
indicate that the clusters forming in these simulations are long-lived 
and are plausible progenitors of present-day GCs that are observed 
in some dwarf galaxies. 
3.3 Connections between stellar clusters and their host haloes 
The last six columns of Table 1 contain information about the 
dark matter halo within which each cluster forms and the prop- 
erties of the central galaxy of each halo at the time of clus- 
ter formation. As expected for haloes that have M vir ( z = 0) = 
10 10 M ⊙, the progenitor haloes at high redshifts – when the clusters 
form – are approximately an order of magnitude lower in mass, 
M ∼(0 . 5 –1 . 5) × 10 9 M ⊙, and the maximum circular velocity of the 
host at the time of cluster formation is 30 –40 km s −1 . These numbers 
indicate that these GCCs are forming at high redshift in haloes 
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Cluster formation precedes galaxy formation
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Figure 5. Top : SFR within the virial radius of the main halo in each m10 realization with our fiducial FIRE2 physics, computed for 10 Myr time intervals. The 
formation of the stars formed in the massive bound clusters within each primary galaxy is plotted in red, while the black bars show all other star formation in 
the main halo. Bottom : the stellar mass assembly of the simulated galaxies o v er the cosmological evolution. The red vertical bands specify the cluster formation 
epochs for each realization, and the blue horizontal bands show the contribution of the cluster’s mass to the archaeological SFHs of each primary galaxy. The 
star formation in these haloes is very bursty and episodic, and the clusters often form at times of (relatively) intense but short-lived star formation. The star 
formation event leading to the formation of the cluster is often comprises most of the stellar content in the halo at the formation epoch, and in some cases, the 
cluster itself contains the majority of the stars within the halo at the time of its formation. We do not include the cluster that forms in the m10i box at z = 4.9, as 
it forms outside of the virial radius of the most massive galaxy. 
potential observational implications of the results presented in Sec- 
tion 3 are worth exploring. Most of the clusters in our current sample 
– four of the primary six clusters – attain SFRs of 0 . 02 –0 . 03 M ⊙ yr −1 
(corresponding to (2 –3) × 10 5 M ⊙ of stars formed in a 10 Myr 
window) at z ∼ 5–11, which would result in an absolute luminosity 
of M UV ≈ −14 mag ( m ≈ 33 at z ≈ 8) using the stellar population 

modelling results of Boylan-Kolchin ( 2017 ) in the limit of no dust 
attenuation (which is likely appropriate for these very metal-poor, 
low-mass galaxies at high redshift). Given the sizes of these simulated 
systems, r 1 / 2 ≈ 20 pc , the corresponding surface brightness would 
be roughly µ = 22 –23 mag arcsec 2 , with an SFR surface density 
of ! SFR ≈ 10 2 M ⊙ yr −1 kpc −2 for ≈ 10 Myr . These properties are 
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How robust are our simulation-based results?
Bloodhound 5

Figure 1. Evolution of the physical distance (black) between an example subhalo and the centre of the host halo and +max (purple) of the subhalo as a
function of lookback time as traced by consistent-trees. The two panels show the progression for the same subhalo with +peak ' 35 km s�1 infalling at
Clookback = 10.9 Gyr in the DMO and Disc runs. The black dotted line depicts the growth of 'vir of the host halo. According to consistent-trees, the
following can be learned about the subhalo: Left: In the DMO run, the subhalo completes one pericentric passage before disrupting completely and merging to the
host halo at Clookback = 9.7 Gyr when the subhalo’s final +max ' 25 km s�1. Right: In the Disc run, the same subhalo completes two pericentric passages before
disrupting at Clookback = 8.6 Gyr when +max ' 22 km s�1. The three vertical lines numbered 1, 2, and 3 shown in the left panel correspond to three snapshots of
interest explored with particles in Fig. 2.

Figure 2. Particles of the example subhalo shown in Fig. 1 at three snapshots of interest: infall (left), Cdisrupt,CT (centre), and 1 Gyr ago (right), in the DMO run.
Particles shown are from a slice in the I-coordinate spanning �3 to 3 kpc. The brown X at (0, 0) represents the centre of the host halo at each snapshot while
cyan points are the 2 per cent most bound particles at the infall snapshot. The lookback time of each snapshot is shown in the top right corner of each panel. It
is clear that the subhalo still retains most of its initial particles at Cdisrupt,CT and should not be considered to be disrupted. Even at 1 Gyr, most of the most bound
set of particles from infall are still intact showing a tidally stripped, yet surviving, subhalo.

enough for it to become prone to being blended into the background
particle distribution of the dense central regions of the host halo.

This subhalo is just one example among many similar cases, and
presents a strong evidence that standard halo tracking tools are not
optimized for tracking subhaloes that reside deep within the dense
particle background or undergo plunging orbits or dramatic tidal
events. Since early infalling haloes have more radial orbits [mbk:
need cites] and the counts of subhaloes near the centers of haloes is of
particular interest in many circumstances, from Milky Way satellites
to substructure of galaxy lenses, there is urgency in understanding
the origin, magnitude, and implications of this effect.

3.2 Broken-link tree subhaloes

Losing subhaloes due to them being near the centre of the host halo
gives rise to another, separate tracking challenge, potentially contam-
inating results in analyses relying on conventional tracking methods.
Subhaloes prematurely lost in the tracking process may reappear as
new (previously untracked) subhaloes after remaining unidentified
for many snapshots. This results in a break in the connection between
the initial subhalo and its later incarnation that is reidentified later.

These “broken-link” tree subhaloes are misleading, as they present
themselves as low-mass and late-forming subhaloes that seemingly

MNRAS 000, 1–24 (2023)
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enough for it to become prone to being blended into the background
particle distribution of the dense central regions of the host halo.

This subhalo is just one example among many similar cases, and
presents a strong evidence that standard halo tracking tools are not
optimized for tracking subhaloes that reside deep within the dense
particle background or undergo plunging orbits or dramatic tidal
events. Since early infalling haloes have more radial orbits [mbk:
need cites] and the counts of subhaloes near the centers of haloes is of
particular interest in many circumstances, from Milky Way satellites
to substructure of galaxy lenses, there is urgency in understanding
the origin, magnitude, and implications of this effect.

3.2 Broken-link tree subhaloes

Losing subhaloes due to them being near the centre of the host halo
gives rise to another, separate tracking challenge, potentially contam-
inating results in analyses relying on conventional tracking methods.
Subhaloes prematurely lost in the tracking process may reappear as
new (previously untracked) subhaloes after remaining unidentified
for many snapshots. This results in a break in the connection between
the initial subhalo and its later incarnation that is reidentified later.

These “broken-link” tree subhaloes are misleading, as they present
themselves as low-mass and late-forming subhaloes that seemingly
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Figure 1. Evolution of the physical distance (black) between an example subhalo and the centre of the host halo and +max (purple) of the subhalo as a
function of lookback time as traced by consistent-trees. The two panels show the progression for the same subhalo with +peak ' 35 km s�1 infalling at
Clookback = 10.9 Gyr in the DMO and Disc runs. The black dotted line depicts the growth of 'vir of the host halo. According to consistent-trees, the
following can be learned about the subhalo: Left: In the DMO run, the subhalo completes one pericentric passage before disrupting completely and merging to the
host halo at Clookback = 9.7 Gyr when the subhalo’s final +max ' 25 km s�1. Right: In the Disc run, the same subhalo completes two pericentric passages before
disrupting at Clookback = 8.6 Gyr when +max ' 22 km s�1. The three vertical lines numbered 1, 2, and 3 shown in the left panel correspond to three snapshots of
interest explored with particles in Fig. 2.

Figure 2. Particles of the example subhalo shown in Fig. 1 at three snapshots of interest: infall (left), Cdisrupt,CT (centre), and 1 Gyr ago (right), in the DMO run.
Particles shown are from a slice in the I-coordinate spanning �3 to 3 kpc. The brown X at (0, 0) represents the centre of the host halo at each snapshot while
cyan points are the 2 per cent most bound particles at the infall snapshot. The lookback time of each snapshot is shown in the top right corner of each panel. It
is clear that the subhalo still retains most of its initial particles at Cdisrupt,CT and should not be considered to be disrupted. Even at 1 Gyr, most of the most bound
set of particles from infall are still intact showing a tidally stripped, yet surviving, subhalo.
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Figure 1. Evolution of the physical distance (black) between an example subhalo and the centre of the host halo and +max (purple) of the subhalo as a
function of lookback time as traced by consistent-trees. The two panels show the progression for the same subhalo with +peak ' 35 km s�1 infalling at
Clookback = 10.9 Gyr in the DMO and Disc runs. The black dotted line depicts the growth of 'vir of the host halo. According to consistent-trees, the
following can be learned about the subhalo: Left: In the DMO run, the subhalo completes one pericentric passage before disrupting completely and merging to the
host halo at Clookback = 9.7 Gyr when the subhalo’s final +max ' 25 km s�1. Right: In the Disc run, the same subhalo completes two pericentric passages before
disrupting at Clookback = 8.6 Gyr when +max ' 22 km s�1. The three vertical lines numbered 1, 2, and 3 shown in the left panel correspond to three snapshots of
interest explored with particles in Fig. 2.

Figure 2. Particles of the example subhalo shown in Fig. 1 at three snapshots of interest: infall (left), Cdisrupt,CT (centre), and 1 Gyr ago (right), in the DMO run.
Particles shown are from a slice in the I-coordinate spanning �3 to 3 kpc. The brown X at (0, 0) represents the centre of the host halo at each snapshot while
cyan points are the 2 per cent most bound particles at the infall snapshot. The lookback time of each snapshot is shown in the top right corner of each panel. It
is clear that the subhalo still retains most of its initial particles at Cdisrupt,CT and should not be considered to be disrupted. Even at 1 Gyr, most of the most bound
set of particles from infall are still intact showing a tidally stripped, yet surviving, subhalo.
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particle distribution of the dense central regions of the host halo.

This subhalo is just one example among many similar cases, and
presents a strong evidence that standard halo tracking tools are not
optimized for tracking subhaloes that reside deep within the dense
particle background or undergo plunging orbits or dramatic tidal
events. Since early infalling haloes have more radial orbits [mbk:
need cites] and the counts of subhaloes near the centers of haloes is of
particular interest in many circumstances, from Milky Way satellites
to substructure of galaxy lenses, there is urgency in understanding
the origin, magnitude, and implications of this effect.

3.2 Broken-link tree subhaloes

Losing subhaloes due to them being near the centre of the host halo
gives rise to another, separate tracking challenge, potentially contam-
inating results in analyses relying on conventional tracking methods.
Subhaloes prematurely lost in the tracking process may reappear as
new (previously untracked) subhaloes after remaining unidentified
for many snapshots. This results in a break in the connection between
the initial subhalo and its later incarnation that is reidentified later.

These “broken-link” tree subhaloes are misleading, as they present
themselves as low-mass and late-forming subhaloes that seemingly
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Figure 6. Evolution of the example subhalo described in Fig. 1 with Bloodhound’s tracking result shown as solid lines. In both runs the subhalo survives
in Bloodhound, in contrast to consistent-trees losing them at an early time. Left: In the DMO version, the subhalo completes 8 additional pericentric
passages after Cdisrupt,CT = 9.7 Gyr (vertical dashed line) for a total of 9 close encounters with the host, ending up at I = 0 as a +max ⇡ 16 km s�1 subhalo that
can still be clearly identified. Right: In the Disc version, the subhalo completes 6 additional pericentric passages after Cdisrupt,CT = 8.6 Gyr having one fewer
total pericentres compared to its counterpart in the DMO run. However, its final +max value is ⇠ 5 km s�1, albeit fewer close encounters.

in the tracking results between Bloodhound and consistent-

trees are dramatic: both panels show that the subhalo that is lost
soon after infall in consistent-trees survives all the way to
I = 0, approximately 11 Gyr after infall, in both simulations when us-
ing Bloodhound. In the DMO run, Bloodhound faithfully tracks
the subhalo for 9.7 billion years longer than consistent-trees

and finds it to have a final+max value of 16 km s�1 at the present day
(recall it was lost with+max ⇡ 25 km s�1 in consistent-trees).
Over the course of those ⇠ 10 Gyr additional years, the subhalo com-
pletes 8 additional pericentric passages instead of being lost after just
1 pericentre. The result is similar in the Disc simulation, where the
subhalo is tracked for 8.5 Gyr longer than in consistent-trees,
completing 6 additional pericentric passages, and survives to I = 0.
Its final +max is 5 km s�1, much lower than that of its counterpart in
the DMO run. This difference is a direct result of the enhanced tidal
stripping the subhalo experiences due to the additional gravitational
potential of the embedded central galaxy, visible as the stronger drops
in +max in the plot.

This illustrative example demonstrates that Bloodhound’s direct
particle tracing is able to faithfully track subhaloes beyond the capa-
bilities of the conventional method, at least in individual cases (we
demonstrate this more generally in the subsections that follow). This
advantage offers the opportunity to recover the complete dynamical
evolution of a subhalo, spanning up to additional 10 billion years —
approximately 3/4 of the age of the Universe — in certain instances.
The subhalo depicted in Fig. 6 exemplifies the impact of the galaxy
potential, as its final mass is drastically different in the DMO and Disc

runs, and holds significant importance as a prospective candidate for
studying the tidal effects exerted by the central galaxy. This subhalo
would be missing from a catalog generated using traditional analysis
methods; tracking it and other similar systems is essential for making
accurate predictions about the surviving population of subhaloes at
the present day.

Having assessed Bloodhound’s subhalo tracking performance
relative to the standard method in a specific case, we use the fol-

Figure 7. The full evolution history of the example broken-link tree subhalo
shown in Fig. 4, retrieved by Bloodhound (solid) and consistent-

trees (dashed). consistent-trees shows an early infalling (Cinfall =
11.5 Gyr) subhalo with +peak ' 30 km s�1 disrupting at Cdisrupt,CT = 6.6 Gyr
(red X), and another subhalo forming within the host halo at Clookback =
1.7 Gyr (red circle) with +peak ' 10 km s�1 that evolves into a +max '
7.5 km s�1 subhalo at I = 0. Bloodhound (solid) reveals a single, “unbro-
ken” subhalo infalling at Cinfall = 11.5 Gyr and surviving until I = 0.

lowing sections to focus on broken-link subhaloes (Section 5.2) and
quantifying the statistical improvements achieved in subhalo tracking
(Sections 5.3-5.7).
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Figure 1. Evolution of the physical distance (black) between an example subhalo and the centre of the host halo and +max (purple) of the subhalo as a
function of lookback time as traced by consistent-trees. The two panels show the progression for the same subhalo with +peak ' 35 km s�1 infalling at
Clookback = 10.9 Gyr in the DMO and Disc runs. The black dotted line depicts the growth of 'vir of the host halo. According to consistent-trees, the
following can be learned about the subhalo: Left: In the DMO run, the subhalo completes one pericentric passage before disrupting completely and merging to the
host halo at Clookback = 9.7 Gyr when the subhalo’s final +max ' 25 km s�1. Right: In the Disc run, the same subhalo completes two pericentric passages before
disrupting at Clookback = 8.6 Gyr when +max ' 22 km s�1. The three vertical lines numbered 1, 2, and 3 shown in the left panel correspond to three snapshots of
interest explored with particles in Fig. 2.

Figure 2. Particles of the example subhalo shown in Fig. 1 at three snapshots of interest: infall (left), Cdisrupt,CT (centre), and 1 Gyr ago (right), in the DMO run.
Particles shown are from a slice in the I-coordinate spanning �3 to 3 kpc. The brown X at (0, 0) represents the centre of the host halo at each snapshot while
cyan points are the 2 per cent most bound particles at the infall snapshot. The lookback time of each snapshot is shown in the top right corner of each panel. It
is clear that the subhalo still retains most of its initial particles at Cdisrupt,CT and should not be considered to be disrupted. Even at 1 Gyr, most of the most bound
set of particles from infall are still intact showing a tidally stripped, yet surviving, subhalo.

enough for it to become prone to being blended into the background
particle distribution of the dense central regions of the host halo.

This subhalo is just one example among many similar cases, and
presents a strong evidence that standard halo tracking tools are not
optimized for tracking subhaloes that reside deep within the dense
particle background or undergo plunging orbits or dramatic tidal
events. Since early infalling haloes have more radial orbits [mbk:
need cites] and the counts of subhaloes near the centers of haloes is of
particular interest in many circumstances, from Milky Way satellites
to substructure of galaxy lenses, there is urgency in understanding
the origin, magnitude, and implications of this effect.

3.2 Broken-link tree subhaloes

Losing subhaloes due to them being near the centre of the host halo
gives rise to another, separate tracking challenge, potentially contam-
inating results in analyses relying on conventional tracking methods.
Subhaloes prematurely lost in the tracking process may reappear as
new (previously untracked) subhaloes after remaining unidentified
for many snapshots. This results in a break in the connection between
the initial subhalo and its later incarnation that is reidentified later.

These “broken-link” tree subhaloes are misleading, as they present
themselves as low-mass and late-forming subhaloes that seemingly
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Figure 3. Illustration of the orbit and particles of the example subhalo shown in Fig. 1 for the DMO (left) and Disc (right) runs. Particles within 7 kpc from the
centre of the subhalo are shown for a slice of depth 2 kpc in the I-direction, for a number of snapshots following the infall snapshot. Particles shown in cyan are
the 2 per cent most bound particles at the infall snapshot. Black arrows show the direction of the trajectory of the subhalo while the blue arrow points to the
subhalo at Cdisrupt,CT. In both runs, the subhalo does not appear to be disrupted at Cdisrupt,CT as it contains a significant number of un-stripped particles while
essentially all of the most bound subset from infall are still tightly bound around the centre of the subhalo, even many snapshots after Cdisrupt,CT. In fact, the I = 0
particle distributions (labeled I = 0) show that there still are a significant number of bound particles remaining at I = 0, and that the subhalo survives in both
simulations.

Figure 4. Illustration of “broken-link” tree subhaloes found in the standard method. Left: Evolution of a subhalo identified by consistent-trees to be
forming deep within the host halo at Clookback = 1.7 Gyr. As detailed in the main text, the standard ⇤CDM model does not predict the formation of new subhaloes
in the dense, central regions of the host halo. This instance is likely an erroneous subhalo identification by consistent-trees. Right: Solid lines are the
median cumulative distributions of +infall for all surviving subhaloes identified by consistent-trees across all of the DMO (black) and Disc (blue) runs.
Dashed lines depict the distribution for subhaloes which have their merger tree starting inside 'vir of the host halo, establishing themselves as subhaloes from
birth. We find that most of these subhaloes are remnants of previously identified subhaloes, and thus, up to 15 per cent of the total population of subhaloes
identified by consistent-trees at I = 0 fall into the broken-link tree category.
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Figure 3. Illustration of the orbit and particles of the example subhalo shown in Fig. 1 for the DMO (left) and Disc (right) runs. Particles within 7 kpc from the
centre of the subhalo are shown for a slice of depth 2 kpc in the I-direction, for a number of snapshots following the infall snapshot. Particles shown in cyan are
the 2 per cent most bound particles at the infall snapshot. Black arrows show the direction of the trajectory of the subhalo while the blue arrow points to the
subhalo at Cdisrupt,CT. In both runs, the subhalo does not appear to be disrupted at Cdisrupt,CT as it contains a significant number of un-stripped particles while
essentially all of the most bound subset from infall are still tightly bound around the centre of the subhalo, even many snapshots after Cdisrupt,CT. In fact, the I = 0
particle distributions (labeled I = 0) show that there still are a significant number of bound particles remaining at I = 0, and that the subhalo survives in both
simulations.

Figure 4. Illustration of “broken-link” tree subhaloes found in the standard method. Left: Evolution of a subhalo identified by consistent-trees to be
forming deep within the host halo at Clookback = 1.7 Gyr. As detailed in the main text, the standard ⇤CDM model does not predict the formation of new subhaloes
in the dense, central regions of the host halo. This instance is likely an erroneous subhalo identification by consistent-trees. Right: Solid lines are the
median cumulative distributions of +infall for all surviving subhaloes identified by consistent-trees across all of the DMO (black) and Disc (blue) runs.
Dashed lines depict the distribution for subhaloes which have their merger tree starting inside 'vir of the host halo, establishing themselves as subhaloes from
birth. We find that most of these subhaloes are remnants of previously identified subhaloes, and thus, up to 15 per cent of the total population of subhaloes
identified by consistent-trees at I = 0 fall into the broken-link tree category.
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Figure 6. Evolution of the example subhalo described in Fig. 1 with Bloodhound’s tracking result shown as solid lines. In both runs the subhalo survives
in Bloodhound, in contrast to consistent-trees losing them at an early time. Left: In the DMO version, the subhalo completes 8 additional pericentric
passages after Cdisrupt,CT = 9.7 Gyr (vertical dashed line) for a total of 9 close encounters with the host, ending up at I = 0 as a +max ⇡ 16 km s�1 subhalo that
can still be clearly identified. Right: In the Disc version, the subhalo completes 6 additional pericentric passages after Cdisrupt,CT = 8.6 Gyr having one fewer
total pericentres compared to its counterpart in the DMO run. However, its final +max value is ⇠ 5 km s�1, albeit fewer close encounters.

in the tracking results between Bloodhound and consistent-

trees are dramatic: both panels show that the subhalo that is lost
soon after infall in consistent-trees survives all the way to
I = 0, approximately 11 Gyr after infall, in both simulations when us-
ing Bloodhound. In the DMO run, Bloodhound faithfully tracks
the subhalo for 9.7 billion years longer than consistent-trees

and finds it to have a final+max value of 16 km s�1 at the present day
(recall it was lost with+max ⇡ 25 km s�1 in consistent-trees).
Over the course of those ⇠ 10 Gyr additional years, the subhalo com-
pletes 8 additional pericentric passages instead of being lost after just
1 pericentre. The result is similar in the Disc simulation, where the
subhalo is tracked for 8.5 Gyr longer than in consistent-trees,
completing 6 additional pericentric passages, and survives to I = 0.
Its final +max is 5 km s�1, much lower than that of its counterpart in
the DMO run. This difference is a direct result of the enhanced tidal
stripping the subhalo experiences due to the additional gravitational
potential of the embedded central galaxy, visible as the stronger drops
in +max in the plot.

This illustrative example demonstrates that Bloodhound’s direct
particle tracing is able to faithfully track subhaloes beyond the capa-
bilities of the conventional method, at least in individual cases (we
demonstrate this more generally in the subsections that follow). This
advantage offers the opportunity to recover the complete dynamical
evolution of a subhalo, spanning up to additional 10 billion years —
approximately 3/4 of the age of the Universe — in certain instances.
The subhalo depicted in Fig. 6 exemplifies the impact of the galaxy
potential, as its final mass is drastically different in the DMO and Disc

runs, and holds significant importance as a prospective candidate for
studying the tidal effects exerted by the central galaxy. This subhalo
would be missing from a catalog generated using traditional analysis
methods; tracking it and other similar systems is essential for making
accurate predictions about the surviving population of subhaloes at
the present day.

Having assessed Bloodhound’s subhalo tracking performance
relative to the standard method in a specific case, we use the fol-

Figure 7. The full evolution history of the example broken-link tree subhalo
shown in Fig. 4, retrieved by Bloodhound (solid) and consistent-

trees (dashed). consistent-trees shows an early infalling (Cinfall =
11.5 Gyr) subhalo with +peak ' 30 km s�1 disrupting at Cdisrupt,CT = 6.6 Gyr
(red X), and another subhalo forming within the host halo at Clookback =
1.7 Gyr (red circle) with +peak ' 10 km s�1 that evolves into a +max '
7.5 km s�1 subhalo at I = 0. Bloodhound (solid) reveals a single, “unbro-
ken” subhalo infalling at Cinfall = 11.5 Gyr and surviving until I = 0.

lowing sections to focus on broken-link subhaloes (Section 5.2) and
quantifying the statistical improvements achieved in subhalo tracking
(Sections 5.3-5.7).

MNRAS 000, 1–24 (2023)



Affects predictions for massive subhalos near halo centers
Bloodhound 13

Figure 10. Top panels: Median cumulative +peak distributions for subhaloes within ' = 50 and 300 kpc (left and right, respectively) for all of the DMO (black)
and Disc (blue) simulations. The dashed lines are for consistent-trees results and the dotted lines show the counts after removing broken-link tree
subhaloes from consistent-trees output. The thick solid lines represent the corrected distributions we obtain using Bloodhound, while the shaded
bands encompass the entire range of the distributions as given by Bloodhound. Bottom panels: The ratio of median distributions from consistent-trees

results over that from Bloodhound. For ' < 50 kpc, Bloodhound identifies 30(50) per cent more surviving subhaloes than consistent-trees for
+peak above 10(15) km s�1, respectively, for the Disc runs. The vertical shaded regions cover the values of +peak below our subhalo selection criteria and show
where the distributions are uncorrected.

significant for subhaloes nearer to the centre of the host. Figures 11
and 12 provide more detail to this observation.

Fig. 11 shows the median cumulative subhalo counts within a given
radius from the host centre for subhaloes with +peak � 10 km s�1.
Taken at face value, there does not seem to be an obvious difference
between the radial distribution from Bloodhound (solid lines) and
that from consistent-trees (dashed lines).

Fig. 12 divides the +peak threshold used for Fig. 11 into three
ranges: 13 > +peak � 11 km s�1 (left), 17 > +peak � 13 km s�1

(centre), and +peak � 17 km s�1 (right)

HK Below was written before the radial distribution figure got split
into two figures. So the text needs to be edited. For subhaloes with
+peak � 17 km s�1 (right), there is a factor of 2 increase in the number
of surviving subhaloes out to ⇠ 100 kpc in both runs compared with
the distribution found in the consistent-trees result. More-
over, for the Disc run, Bloodhound finds subhaloes as close as
30 kpc from the centre of the host, in contrast to the consistent-

trees result which finds subhaloes to be completely depleted within
50 kpc.

In the centre panel of Fig. 12, we see little to no difference between
Bloodhound and the standard method for subhaloes with smaller
initial masses (17 > +peak � 10 km s�1). [mbk: Mike said this
in an email to James: I’m not sure we can conclude the effects
are largest for the higher Vpeak sample because we may just
be seeing the effects of resolution in the lower Vpeak sample. I
haven’t thought all the way through this, it would be good to get

both of your thoughts on this.] HK We need to think about this as
I am not sure how/what to write about it.

In the left panel we show the distribution for subhaloes with
+peak � 10 km s�1, combining the counts from the centre and right
panels, as it would be directly comparable to addressing the ques-
tion regarding how far down in masses we need to go to explain the
observed population of Milky Way satellites.

HK I don’t think I want the next two paragraphs: The radial dis-
tribution for subhaloes with +max � 10 km s�1, especially for the
DMO run, shows two competing effects at play. Bloodhound finds
additional surviving subhaloes while broken-link trees that are mis-
matched by consistent-trees reduces the count once they are
corrected with the two effects keeping the ratio, #std/#BH, around 1
for the DMO run.

Mismatched broken-link trees: trees that identify remnants of a lost
tree as a separate subhalo at a later snapshot, but wrongly identifying
it, often with a larger+max value than it should have. This is seen from
that the relative number of broken-link tree subhaloes for +max �
10 km s�1 is much larger than that for +peak � 10 km s�1.

5.6 Pericentre distributions

The pericentre distribution of subhaloes provides a helpful insight
into how the central galaxy potential affects the subhalo distribution.

Fig. 13 shows the median cumulative pericentre distributions of
all subhaloes residing within ' = 100 kpc at I = 0

In Fig. 13, we show the cumulative pericentre distributions of
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Figure 9. [mbk: figure caption here. Describe in text.] Distribution of
the infall time for all 2205 disrupted Disc subhaloes in consistent-

trees (dashed) and for the subset that survive to I = 0 in Bloodhound

(solid). For subhaloes that have Cinfall < 9 Gyr and are disrupted according to
consistent-trees, about 50 per cent are tracked to I = 0 as surviving
subhaloes in Bloodhound. For Cinfall < 6 Gyr, over 80 per cent of subhaloes
survive in Bloodhound.

consistent-trees tend to have later infall times and to disrupt
faster than halos that are truly disrupted.

Figure 9 provides a complementary demonstration of the dif-
ference in tracking between Bloodhound and consistent-

trees. It shows the distributions of infall times of (1) disrupted
subhaloes in consistent-trees (dashed line; 2205 subhaloes)
and (2) the subset of these same disrupted subhaloes that survive to
I = 0 in Bloodhound (solid line; 560 subhalos). Several key points
are evident. Approximately 25 per cent of subhaloes identified as dis-
rupted in consistent-trees survive to I = 0 in Bloodhound.
This population depends strongly on infall time: at Cinfall > 10 Gyr,
only 10 per cent of the disrupted consistent-trees haloes sur-
vive to I = 0 in Bloodhound, whereas for Cinfall < 6 Gyr, over 80
per cent survive. Put another way, almost all of the subhaloes with
Cinfall < 6 Gyr that consistent-trees identifies as disrupted are
actually still identifiable as bound objects in the simulations. Approx-
imately 50 per cent of “disrupted” subhaloes with 8 > Cinfall > 6 Gyr
actually survive to I = 0 as well. Clearly, erroneous disruption due
to an inability to track subhaloes is an important issue and one that
has a non-trivial dependence on infall epoch. [mbk: any more? Add
further discussion re fig 7? We may want to note in the discus-
sion that this distribution means that optimizing consistent-
trees at one epoch can lead to bad results at other epochs.]

HK I might want to remember this number (560) when I talk about
subhalo number counts later. Radial/velocity distributions I show
later do not look like I added 560 subhaloes because of broken-link
trees are removed. [mbk: I think adding some summary numbers
like these would be useful for context]

5.4 Velocity functions

Fig. 10 shows how using Bloodhound affects the cumulative+peak
distribution of subhaloes in the DMO (black) and Disc (blue) sim-
ulations within 50 kpc (left) or 300 kpc (right) of the host at I = 0.
The top panels display the median +peak distributions from our
consistent-trees output as dashed lines, while the dotted lines
correspond to consistent-trees results after removing sub-
haloes identified as broken-link trees. Our Bloodhound results,
shown as thick solid lines, encompass both the additional surviving
subhaloes (that were deemed destroyed in consistent-trees)
and the corrected broken-link tree subhaloes. The shaded regions
indicate the range of values obtained from Bloodhound across all
simulations, spanning from the maximum to the minimum.

Within 50 kpc from the host halo at I = 0, Bloodhound finds
substantially more subhaloes than consistent-trees in both
the DMO and Disc runs, particularly for those with larger values
of +peak. Bloodhound finds 30 per cent more subhaloes above
10 km s�1 in the Disc run and 15 per cent more in the DMO run. By
+peak = 15 km s�1, Bloodhound finds twice as many subhaloes,
and consistent-trees finds no subhaloes in the inner 50 kpc
with +peak > 20 km s�1 in the Disc runs while Bloodhound

typically finds 3 (a similar effect is seen in the DMO simulations above
a threshold of 30 km s�1). The bottom panel highlights this effect
by showing the ratios of medians, #CT / #BH. Within 300 kpc, the
relative increase is not as dramatic. The disruptive effects of the host
halo and the central galaxy are weaker in the outer regions and the
traditional merger tree loses fewer subhaloes. However, for subhaloes
with larger initial masses, the difference when using Bloodhound

is appreciable: it identifies⇠ 25 per cent more subhaloes with+peak &
20 km s�1 than consistent-trees does.

[mbk: note to self: discuss slope of SMF / SVF, both in going
from including broken links to not and with BH’s addition at
large radii]

The changes in the distribution emerge as a result of two contribut-
ing factors: Bloodhound’s enhanced subhalo tracking ability and
its rectification of broken-link tree subhaloes discussed in the previ-
ous section. With its ability to track subhaloes longer and down to
smaller masses, Bloodhound finds additional surviving subhaloes
that were lost by consistent-trees. However, it also moves
subhalo counts from lower values of+peak to values above 10 km s�1

as it correctly retrieves larger values of +peak for broken-link tree
subhaloes, as discussed in Section 5.2. HK This paragraph proba-
bly is redundant [mbk: maybe this is the place to discuss slopes,
which will require a discussion of both of these effects? Leaving
it in for now but will want to edit.]

The extent of the latter effect seems to be minimal for the selected
subhalo sample of this paper, as the differences between dashed and
dotted lines in Fig. 10 are small for+peak > 10 km s�1. However, the
difference becomes more substantial when considering lower +peak
values, with the Disc runs showing a factor of two change in the
counts of subhaloes for +peak > 5 km s�1. HK Might be useful to
mention Fig. 4, right panel.

Fig. B1 shows the +max distribution.

5.5 Radial distributions

HK Text needs to be revised now that we have separated the old
Fig. 11 to two figures: Fig. 11 and Fig. 12. From Fig. 10, it is evident
that the difference in subhalo counts between Bloodhound and the
standard method (as well as between DMO and Disc) becomes more
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Some of the major questions (according to me)
• Can we definitively show that reionization suppression explains the missing satellites? 

• What leads to two modes of star formation at high redshift in similarly massive systems (GCs 
and ~Draco-mass dwarfs)? 

• Are our standard numerical tools up to the challenge in the LSST era?





What are the scales relevant for galaxy formation?

dynamics of our predicted LMC satellites are consistent with
Gaia proper-motion measurements for these likely LMC-
associated systems. These predictions are also consistent with
other empirical models (Deason et al. 2015; Jethwa et al. 2016;
Dooley et al. 2017; Sales et al. 2017; Kallivayalil et al. 2018;
Erkal & Belokurov 2019; Zhang et al. 2019) and with
hydrodynamic simulations of isolated LMC analogs (Jahn
et al. 2019).

In Appendix D, we show that the properties of our LMC-like
systems are not significantly affected by the realizations of
small-scale power in our fiducial simulations. However, we
caution that the number of predicted LMC satellites observed
by DES and PS1 depends on the particular properties of our
two LMC analogs. Thus, exploring the robustness of these
results using a suite of zoom-in simulations selected to contain
realistic LMC systems with a range of internal and orbital
properties is an important avenue for future work.

7.3. The Total MW Satellite Population

Figure 4 shows the total MW satellite luminosity function and
surface brightness distribution resulting from our fit to the DES
and PS1 satellite populations. We infer that a total of 220±50
satellites with MV<0 mag and r1/2>10 pc exist within the
virial radius of the MW, where uncertainties correspond to 68%
confidence intervals calculated by sampling from our fiducial
posterior. Thus, we predict that ∼150 satellites remain undiscov-
ered in a standard CDM scenario, roughly one-fourth of which are
associated with the LMC. This is larger than the fraction of
satellites that have ever fallen into the MW that are associated
with the LMC because our fiducial LMC analogs accreted
recently, making their satellites less likely to be disrupted. Our
prediction for the total number of MW satellites is consistent with
several recent studies (Jethwa et al. 2018; Kim et al. 2018;

Newton et al. 2018; Nadler et al. 2019b), and it is lower than the
empirical estimate in Paper I, which was recognized to be inflated
due to the assumption of an isotropic satellite distribution. This
prediction will be tested by upcoming deep imaging surveys;
indeed, HSC-SSP has already started to probe this population of
distant, low surface brightness MW satellites by discovering three
new ultrafaint satellite candidates in ∼676 deg2 of imaging data
(Homma et al. 2016, 2018, 2019).
To estimate whether our predictions are consistent with

HSC-SSP observations, we draw realizations of the MW
satellite population from our fiducial posterior and calculate the
number of systems within the DES or PS1 footprints that would
not be observed by the appropriate survey. We then estimate
the number of these systems currently observed by an HSC-like
survey covering 676 deg2 that detects all satellites (i.e., systems
with MV<0 mag and r1/2>10 pc) down to a surface
brightness of m = -32 mag arcsecV

2 and out to a heliocentric
distance of 300 kpc, assuming an isotropic satellite distribution
at high Galactic latitudes and accounting for subhalo disrup-
tion. There are six known satellites in the HSC footprint, but
two of the six (Sextans and Leo IV) are detected at high
significance in PS1 by at least one of the search algorithms in
Paper I. We find that our mock HSC survey detects1.75±0.6
satellites, which is in slight tension with the number of systems
detected by HSC (four, after discounting Sextans and Leo IV).
Figure 4 illustrates several predictions from hydrodynamic

simulations of isolated and satellite dwarf galaxies. Our results
are largely consistent with the luminosity function of bright
MW satellites in hydrodynamic simulations of the Local Group
using the Feedback In Realistic Environments (FIRE) feedback
prescription, down to the FIRE resolution limit of ∼−6 mag
(Garrison-Kimmel et al. 2019). Note that these FIRE simula-
tions do not include LMC or SMC analogs, which accounts for
the discrepancy with both our predictions and the observed

Figure 4. Left panel: total MW satellite luminosity function inferred from our joint fit to the DES and PS1 satellite populations (blue) compared to the current census
of confirmed and candidate MW satellites (black) and the empirical estimate derived in Paper I (gray), which assumes an isotropic satellite distribution and a cored
NFW radial satellite distribution. The 68% confidence intervals from hydrodynamic simulations of the Local Group using the FIRE feedback prescription are shown in
red (Garrison-Kimmel et al. 2019). Luminosity function slopes predicted from hydrodynamic simulations with (solid green line) and without (dashed green line) H2-
based star formation are shown for comparison (Munshi et al. 2019); these predictions do not account for subhalo disruption due to the Galactic disk. Note that the
Paper I prediction (gray) differs from the “All Known Satellites” curve (black) at the bright end because it does not include the LMC, SMC, or Sagittarius. Right panel:
surface brightness distribution of MW satellites with MV<0 mag and r1/2>10 pc as a function of the limiting observable surface brightness of an all-sky survey.
Arrows indicate approximate detection limits for current surveys. Note that LSST Y1 is expected to have similar detection sensitivity to HSC (Ivezić et al. 2008;
Tollerud et al. 2008; Hargis et al. 2014; Nadler et al. 2019b).
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too many predicted DES and PS1 satellites; however, our
results are consistent with s = 0 dexRlog at 95%
confidence.

8. The power-law index of the galaxy–halo size relation is
constrained to lie between 0.5 and 1.45 at 68%
confidence. For shallower power-law slopes, satellite
sizes do not change appreciably as a function of halo size,
which results in a worse joint fit to the observed absolute
magnitude and surface brightness distribution. We note
that the posterior widens when our Gaussian prior on n is
relaxed.

7.5. Properties of Halos that Host the Faintest Satellites

We now explore the properties of the lowest-mass halos
inferred to host MW satellites. The left panel of Figure 6 shows
the galaxy occupation fraction derived from our statistical
inference, where uncertainties are estimated by drawing from
our fiducial posterior. By sampling from our fiducial posterior,
we infer that halos with a peak virial mass below ´ M2.5 108

and peak circular velocity below -19 km s 1 host at least one of
the faintest observed satellites. To convert these into maximally
conservative upper limits, we account for the uncertainty in
MW host halo mass using the procedure described in
Appendix A.1, which yields limits on the minimum halo mass
and peak circular velocity of < ´ M3.2 10min

8 and
< -V 21 km speak,min

1 at 95% confidence. Furthermore, we
predict that the faintest observed satellite inhabits a halo with

= ´ M1.5 10peak
8 , on average.61

These results improve upon the minimum halo mass
constraint derived from classical and SDSS satellites (Nadler
et al. 2019b) by a factor of 2, and they are consistent with the
constraints reported in Jethwa et al. (2018). Moreover, these
upper limits are not in significant tension with the expected
atomic cooling limit of » -V 20 km speak

1, contrary to recent

studies based on the radial MW satellite distribution (e.g.,
Graus et al. 2019) and consistent with the findings in Bose et al.
(2019).
We caution that the median galaxy occupation fraction

shown in Figure 6 is driven by the assumed functional form in
Equation (3) and is therefore arbitrary. Although the functional
form in Equation (3) is consistent with results from
hydrodynamic simulations for   M10peak

9 , this particular
functional form is not required to fit the DES and PS1
luminosity functions. Rather, we have evidence that fgal>50%
above a peak virial mass of ~ M108 . To verify that the
assumed form of the galaxy occupation fraction does not
impact our constraints, we also test a binned model in which
we fit for50 and a corresponding 90% occupation mass. We
find that the resulting 50% and 90% occupation constraints are
consistent with those inferred from our fiducial analysis.
A wide range of galaxy occupation fractions have been

reported in hydrodynamic simulations, with some placing50
as high as ~ M109 (Sawala et al. 2016b; Fitts et al. 2018).
However, recent hydrodynamic simulations run at higher
resolution result in efficient galaxy formation in significantly
lower-mass halos, and some claim that all halos down to the
resolution limit consistently host star particles (Wheeler et al.
2019). In addition, simulations of galaxy formation at early pre-
reionization epochs show that stellar systems form in halos
with masses as low as ~ M107 (e.g., see Figure 13 in Côté
et al. 2018 for a compilation of recent simulation results). Most
recently, high-resolution simulations of high-redshift galaxy
formation that include the effects of spatially and temporally
inhomogeneous reionization find ~ M1050

8 (Katz et al.
2019).
Our galaxy occupation fraction constraint implies that

models with > M1050
8 are in significant tension with

the observed MW satellite population, as long as MW satellite
formation is representative of galaxy formation at this halo
mass scale, on average. This assumption may not be true if the
reionization history of the MW’s Lagrangian volume differs
from the average reionization history of an MW-mass halo

Figure 6. Left panel: fraction of halos that host galaxies, inferred from our fit to the DES and PS1 satellite populations. The solid line shows the median inferred
galaxy occupation fraction, and dark (light) shaded contours represent 68% (95%) confidence intervals. The resolution limit of our simulations is indicated by the
dashed vertical line. Right panel: SMHM relation inferred from our fit to the DES and PS1 satellite populations. An extrapolation of the mean SMHM relation derived
from more luminous field galaxies is shown in gray (Behroozi et al. 2013a). Stars illustrate the mean of the predictedpeak range corresponding each observed DES
and PS1 satellite, and top ticks indicate the corresponding present-day virial masses of the halos that host these systems.

61 The faintest observed satellite in our analysis, Cetus II, is detected by DES
with MV=0.02 mag (Drlica-Wagner et al. 2015; Table C1).
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