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Figure 1: The combined wide field of view and sensitivity limits of the Roman Space Telescope will enable
the discovery of a statistical sample of dwarf galaxies with stellar mass less than 108M� by the combined
techniques of resolved star and surface brightness fluctuation methods. This figure shows simulated galaxies
over the range of stellar mass and distances considered in this proposal.

and Milky Way analogs throughout the Local Volume (Danieli et al. 2022). These mea-
surements imply that the galaxy formation cuto↵ must occur at Mhalo < 3 ⇥ 108 M�, which
already sets powerful limits on dark matter models that suppress the number of expected
dwarf galaxies: warm dark matter, models with dark matter–baryon interactions, ultralight
dark matter, and dark matter with late-time decays (Nadler et al. 2021a; Newton et al. 2021;
Dekker et al. 2022; Mau et al. 2022). Current dark matter constraints are limited by
the relatively small number of known faint dwarfs, and thus Roman discoveries
of ultra-faint dwarfs (M? = 103–105 M�) will immediately improve dark matter
constraints. Furthermore, Roman will significantly increase our census of classical
dwarf galaxies (M? = 105–109 M�), which will substantively reduce theoretical un-
certainties in the modelled stellar mass–halo mass relation to strengthen derived
dark matter constraints.

The Role of Roman. The Community Surveys, and in particular the High Latitude
Wide Area Survey (HLS), will be extremely powerful for dwarf discovery (§1.4). However,
HLS alone may not allow Roman to reach its full potential as a dwarf galaxy discovery
machine. We thus propose a full search of depth and area trade space that builds upon
the power of HLS. This optimization requires a few key components. First, we require
a theoretical framework in which to evaluate the constraining power of dwarf galaxy
samples as a function of their mass and sample size (§1.3). Second, we require groundwork to
optimize detection and distance measurements of dwarfs, jointly leveraging Roman
and other ground-based surveys including LSST (§1.4). Third, a deeper survey of local
hosts would yield large dwarf samples at the very limit of galaxy evolution (M? ⇡ 103 M�;
§1.5), and maximally leverage the more massive dwarfs discovered in HLS.
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Fig. 4.— Same as the upper panel of Fig. 3: we label our 13 newly discovered dwarf candidates in blue (from CenA-MM-Dw1 to CenA-
MM-Dw13, where the label on the plot corresponds to the number of the dwarf), and the 4 previously known dwarfs in white. The red
labels indicate the most prominent stream and shell features in the halo of Cen A.

PISCeS — Centaurus A
Crnojevic, Sand+ 2018

4 Mutlu-Pakdil et al.

Figure 1. Footprint of PISCeS (red dashed line), centered on NGC 253 (red ellipse). Confirmed dwarfs at the distance of
NGC 253 are shown with filled blue symbols, five were discovered in PISCeS (circles): Scl-MM-dw1, Scl-MM-dw2, Scl-MM-dw3,
Scl-MM-dw4, and Scl-MM-dw5 (Sand et al. 2014; Toloba et al. 2016; Mutlu-Pakdil et al. 2022). The blue squares are the three
dwarfs recently discovered beyond PISCeS and confirmed as NGC 253 satellites by our HST follow-up observations: Do III,
Do IV, and dw0036m2828 (Mart́ınez-Delgado et al. 2021; Carlsten et al. 2022, see Section 5). The remaining five (triangles)
are previously known dwarfs from Karachentsev et al. (2021). The black cross (×) represents SculptorSR which turns out to be
a background object based on our HST imaging (see Appendix). The black circle represents the approximate virial radius of
NGC 253 (330 kpc, Mutlu-Pakdil et al. 2021).

stars in each field for background CMDs1 and normal-
ize them based on the area selected. We bin these
CMDs into 0.1×0.1 color-magnitude bins. We then spa-
tially bin our stars into 20′′ pixels, smooth our final
values using a Gaussian of width of the pixel size, and
create our final smoothed matched-filter maps. The
MMM routine in IDL is used to calculate the back-

1 In cases where the contamination from the stellar halo is sig-
nificant, experimenting with different background fields far from
NGC 253 shows no significant changes in our results.

ground level (skymean) and variance (skysigma) of these
smoothed maps. The normalized signal can be defined
as S = (smoothmap − skymean)/skysigma, and gives
the number of standard deviations (σ) above the local
mean. We use S as a measure of detection signal and
visually inspect any stellar overdensity with S > 5σ.
The number of detected sources ranges from 2 to 20

depending on the field. After the visual inspection, we
find that the majority of these detections are false pos-
itives, primarily bright background galaxies that have
been detected as multiple point sources by DAOPHOT.

NGC253: 
Mutlu-Pakdil+2024

We are grateful to P.J. Marshall for initial discussions about
the dwarf detection algorithm employed in this work.
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This work is based on observations obtained with MegaPrime/

MegaCam, a joint project of CFHT and CEA/IRFU, at the
Canada–France–Hawaii Telescope (CFHT), which is operated by
the National Research Council (NRC) of Canada, the Institut
National des Science de l’Univers of the Centre National de la
Recherche Scientifique (CNRS) of France, and the University of
Hawaii. This work is based in part on data products produced at
Terapix available at the Canadian Astronomy Data Centre as part
of the Canada–France–Hawaii Telescope Legacy Survey, a
collaborative project of NRC and CNRS.

This research made use of Astropy, a community-developed core
Python package for Astronomy (Astropy Collaboration et al. 2013).
Facilities: CFHT, GALEX.
Software: Python, SExtractor, GALFIT.

Appendix
Dwarf Images

Here (Figure 7), we present the g-band images and GALFIT
models of our new dwarf candidates (see Table 1). For each
image, the left panel is the g-band image, the center panel is the
GALFIT model, and the right panel is the residuals after
subtraction. North is up and east is left for all images. They are
presented in numerical order, with Dw 1 first and Dw 38 last.

Figure 6. Unusual distribution of the newly discovered dwarfs around M101. Magenta diamonds are M14 dwarfs, and green triangles are those initially reported in
M14 but now believed to be members of the background NGC 5485 group in M16. Blue inverted triangles are K15 dwarfs. Red stars are our newly discovered dwarfs.
The base image is from SDSS. North is up, and east is left. The image is 3×3 degrees.
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The Astrophysical Journal, 850:109 (13pp), 2017 November 20 Bennet et al.

M101:
Dragonfly
Bennet+ 2017

The Astronomical Journal, 146:126 (34pp), 2013 November Chiboucas et al.

Figure 1. F814W thumbnails for nine candidates observed with WFPC2.
Images are 34 × 39 arcsec on each side.

Figure 2. F814W thumbnails for another five candidates observed with WFPC2.
Images are 34 × 39 arcsec on each side.

Figure 3. F814W thumbnails for nine candidates observed with ACS. Images
are 65 arcsec on each side.

Figure 4. Clockwise from upper left, color images of d1012+64, d0944+71,
d1015+69, and d0959+68 with log scaling. Color images were produced using
the ACS F814W and F606W bands as red and green channels, respectively.
Blue channel images were created by taking 2 × F606W − F814W images.
Regions shown are 1.6 × 1.3 arcmin.

Figure 5. Color images of the BCDs d0958+66 and d1028+70 observed with
the WFPC2 camera. Color images are produced in the same manner as the ACS
color images. WFC chip 2 images are displayed, with size 1.3 arcmin on a side.

magnitudes and as corresponding Johnson–Cousins transformed
apparent magnitudes. Charge-transfer-efficiency (CTE) correc-
tions and zeropoints are taken from Dolphin (2000a) for WFPC2
data, while DOLPHOT makes use of the newest Chiaberge
(2012) CTE corrections and revised magnitude zeropoints from
the STScI Web pages.

A detection threshold of 3.0σ was applied. This produced
F814W and F606W matched catalogs with output including χ2

for the fit, S/N, sharpness, roundness, position angle, crowding,
object type (distinguishing between star, faint, and elongated/
extended objects), and magnitudes. We then culled this output
to reject anything that was not considered a point source with
sufficiently high S/N. Final object lists contained only those
objects classified as stars with χ2 < 2.5, (sharpness)2 < 0.09,
S/N > 5 in both bands, and quality flag 0. Final lists consisted
of ∼10,000 and typically less than 1000 good stars in ACS and
WFPC2 fields, respectively.

Using artificial stars, we tested the detection completeness
and photometric uncertainties of HSTPHOT/DOLPHOT. Be-
tween 100,000–200,000 sources were added using the Dolphin
routines to WFPC2 and ACS imaging, one at a time so as
to not introduce additional crowding. HSTPHOT/DOLPHOT
were then run in the same way to recover these artificial sources,
including implementing the same rejection parameters that were

4

M81—Chiboucas+2013
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Figure 1. Example of the SBF measurement process for the galaxy DDO044. The left panel shows the i-band image of the
galaxy. The center panel shows the galaxy once the smooth background has been subtracted out, the image divided by the
square root of the smooth profile, and the image masked for contaminating sources. The right panel shows the azimuthally
averaged power spectrum (in blue) and the best-fitting combination of a white noise component and PSF component to the
variance (dashed red). The power spectrum starts to drop at high wavenumber due to the correlated noise present in the images.
The purple lines show the power spectra measured in the background fields.

the PS fitting here too?]:

S/N =
Pg � Pbg

�bg

(2)

where Pg is the variance measured from the galaxy, Pbg

is the residual variance from the background fields, and
�bg is the standard deviation of the residual variance.
This definition emphasizes the e↵ect of the stochastic-
ity of the residual variance. Some of the LSB satellites
from the Cohen et al. (2018) sample in the M96 system
were too faint to detect SBF in the CFHT data. We only
used the CFHT SBF measurements for sources with S/N
> 2 [finalize this..]. Three [finalize] of the M96 group
galaxies had measurable SBF above this threshold. The
HST SBF measurements from Cohen et al. (2018) are
used for the other galaxies in the M96 group, as de-
scribed below in §5.

3.3. Comparison to HST Measurements

We have four galaxies in our sample for which we
could measure the SBF with the CFHT data and
which had HST SBF measurements from Cohen et al.
(2018). These galaxies include one from the NGC 4258
group (NGC 4258 DF6) and three from the M96 group
(M96 DF4, M96 DF2, M96 DF6) [finalize]. We sup-
plement this with two more galaxies from the NGC 4258
area from Cohen et al. (2018) (NGC 4258 DF1 and NGC
4258 DF2) for which CFHT i band data existed. These
two are not in the main galaxy sample because they do
not have TRGB distances due to the fact that they are
significantly behind NGC 4258 (Cohen et al. 2018). As a
first verification of our SBF measurements, we compare
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Figure 2. Comparison between the SBF (apparent) magni-
tudes we measure with the CFHT data and those measured
from HST data by Cohen et al. (2018) for the six [finalize]
galaxies in common. The dashed line shows a one-to-one
correspondence.

our measured SBF magnitudes with those measured
from the HST data for these galaxies in common. We
take the measured (apparent) SBF magnitudes in the
HST I814-band from Cohen et al. (2018) and convert to
CFHT i-band via

m̄CFHT

i = m̄HST

I814 + 0.702x2 � 0.852x + 0.372 (3)

where x ⌘ g475 � I814 is the HST galaxy color from Co-
hen et al. (2018). We derive this formula from simple
stellar population (SSP) predictions of the SBF magni-
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Figure 3. Absolute SBF magnitude vs. g � i color for our entire sample, including 6 galaxies with SBF measured by Cohen
et al. (2018) for which the CFHT imaging was too shallow to measure ground-based SBF. Also shown is the NGVS sample of
Cantiello et al. (2018). The orange shaded region is the extent of the calibration from Cantiello et al. (2018), demonstrating
the need for bluer calibrations. The dashed black line shows the calibration from Cantiello et al. (2018). The dotted black line
shows our best fitting calibration given in the text. The outlier galaxy at g � i ⇠ 1.1 is M96 DF2.

The relation between SBF magnitude and color ap-
pears to be roughly linear throughout the entire color
range (0.3 . g � i . 1.1 mag). In the presence of sig-
nificant uncertainties in both SBF magnitude and color,
ordinary least squares minimization is inadequate (e.g.
Hogg et al. 2010). Instead, we adopt the Bayesian algo-
rithm LINMIX developed by Kelly (2007). In short, the
algorithm models the independent variable’s density as
a Gaussian mixture model which allows one to write
a simple likelihood function for the observed data, ac-
counting for general covariance in the independent and
dependent variables and intrinsic scatter in the relation-
ship. This allows posterior distributions on the param-
eters of the linear relationship to be modelled through
MCMC sampling. This method does not exhibit the
bias that generalized �2 minimization methods do (e.g.
Tremaine et al. 2002), even when accounting for errors
in the independent variable. We use the python imple-
mentation of LINMIX written by J. Meyers7. In doing
the linear regression, we assume the measurement er-
rors on color and SBF magnitude are uncorrelated and
Gaussian. As shown in Figure 6, the recovered

colors and SBF magnitudes in the image simu-

lations are not significantly correlated so this is

7
https://github.com/jmeyers314/linmix

likely an accurate assumption. We take uniform
priors on the slope, normalization, and intrinsic scatter
squared.

In Figure 4 we show the results of the linear regression.
Marginalized posterior distributions are shown for the y-
intercept and slope. Taking the median of the posteriors
and 1-� uncertainties, we find the linear relationship
between SBF magnitude and color as:

M̄i = (�3.17 ± 0.19) + (2.15 ± 0.35) ⇥ (g � i) (4)

where the reported error-bars are the marginal-

ized uncertainties. Note that the slope and zero-

point are highly covariant (cf. bottom-left panel

of Figure 4). We note that the slope is significantly less
than the 3.25 found by Cantiello et al. (2018) for redder
galaxies, indicating that the SBF magnitude-color rela-
tion does flatten somewhat at bluer colors. The zero-
point of Equation 4 does not, as written, include any
additional uncertainty from the zero-point of the TRGB
distances.

4.1. Scatter of the Calibration

An important consideration in the calibration is the
intrinsic scatter. Intrinsic scatter in empirical SBF cali-
brations has been measured before (e.g. Blakeslee et al.
2009) and is expected theoretically due to the age and
metallicity di↵erences in the stellar populations in the
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Figure 4. Top: A stacked histogram of confirmed redshifts of
galaxies in the SAGA footprint (defined in Section 2.2). The olive
and pink colors in the stacked histogram show the number of spec-
tra collected by the SAGA team and from the literature, respectively.
The inset shows the same data, but zoomed in on the z < 0.04 re-
gion. Bottom: The percentage of galaxy redshifts first obtained by
the SAGA Survey, in bins of redshift (x-axis) and r-band magnitude
(y-axis), represented by the color of the cell (darker olive indicates
more SAGA-obtained redshifts, darker pink indicates more litera-
ture redshifts). The size of each cell represents the total number of
redshifts in the corresponding bin.

for dim, low-redshift galaxies (19 < ro < 20.75 and z < 0.2)
were obtained by SAGA. The redshift catalog is provided in a
machine-readable format, with its schema listed in Table C.2.

4.2. Derived Properties

In addition to the photometric properties available from
Legacy Surveys, we also include the following derived prop-
erties in our galaxy redshift catalog.

1. Radius and surface brightness: For most galaxies, the
circularized half-light radius is derived directly from
the axis ratio and semi-major axis from the Legacy
Surveys catalog measured in r-band. However, for
galaxies available in the Siena Galaxy Atlas, we use

D26/3 as the half-light radius (one-third of the isopho-
tal radius at 26 mag arcsec-2). We also use GALFIT
to re-fit the photometry for a handful of galaxies that
clearly have a bad photometric fit in the original cata-
log by visual inspection. We then calculated the effec-
tive surface brightness with the following formula:

µro,eff = ro + 2.5log
�
2⇡R2

ro,eff
�
. (4)

2. Stellar mass: As in Paper II, we estimate stellar mass
using the Bell et al. (2003) relation, but calibrated the
relation to recent estimates from Zibetti et al. (2009)
and Taylor et al. (2011). We also assume a Kroupa
(2001) initial mass function and an absolute solar r-
band magnitude of 4.65 (Willmer 2018). The resulting
stellar mass conversion is:

log[M?/M�] = 1.254 + 1.098(g - r)o - 0.4Mr,o, (5)

where Mr,o is the absolute magnitude k-corrected to
z = 0 using Chilingarian et al. (2010). We expect a sys-
tematic error of 0.2 dex on the estimated stellar mass,
which is larger than the random errors due to propagat-
ing errors in photometry and distance.

For SAGA satellite galaxies (Section 4.3), we also measure
the following quantities.

1. Star Formation Rate (SFR): we calculate the star for-
mation rate based on the both H↵ equivalent width
(EWH↵ ) and NUV flux. See Section 2.4 of Paper IV
for details.

2. “Quenched” flag: we label a galaxy as quenched if it
has no significant H↵ emission ((EWH↵ - �EWH↵

) <
2Å) and if it has a specific SFR (sSFR) in NUV be-
low -11M� yr-1. See Section 3.1 of Paper IV for more
detail.

3. Line flux measurements: we provide the fluxes and un-
certainties of selected emission lines for SAGA satel-
lites. See Section 2.2 of Paper IV and Section 3.1 of
Kado-Fong et al. (2024) for more detail.

4.3. SAGA Satellites

As in Paper II, we define a “satellite” as a galaxy that satis-
fies the following criteria: (i) fainter than the host galaxy, (ii)
within 300 kpc in projection to the host galaxy, and (iii) has
a heliocentric velocity that is within 275 km s-1 of the host
galaxy. From the SAGA redshift catalog around 101 hosts,
we identified 378 satellites in total, with 229 whose redshifts
were first obtained by the SAGA Survey. Galaxies that do
not meet these criteria are considered to be “background”
galaxies (a handful of these galaxies are actually foreground

Mao+2024

Carlsten+2019
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Figure 1. A schematic overview of the SAGA Survey in relation to other surveys of MW-mass satellite systems. Each gray circle represents
a satellite system, and the colored points represent the satellites that are observable with current observational capacity. As the cosmological
distance increases from left to right, the volume and the number of systems increase, but the depth and the number of satellites that can be
surveyed in each system decrease. The SAGA Survey fills in the regime where we can survey hundreds of MW-mass satellite systems and still
obtain a sizable satellite population per system. The distances and sizes shown are not to scale.

then present the main science results in Section 5, including
the stellar mass functions, quenched fraction, radial distribu-
tions, satellite abundance, and co-rotating signals. In Sec-
tion 6, we discuss the MW satellite system in the context of
the SAGA results, considerations for comparing SAGA re-
sults with simulations, and planned follow-up work. Readers
who are familiar with previous SAGA work or want to navi-
gate the main results of this paper quickly can read Section 7,
the summary section, first.

As in Paper I and Paper II, all distance-dependent parame-
ters are calculated assuming H0 = 70 km s-1 Mpc-1 and ⌦M =
0.27. Magnitudes and colors are extinction-corrected (de-
noted with a subscript ‘o,’ e.g., ro; using a combination of
Schlegel et al. 1998 and Schlafly & Finkbeiner 2011; see
Section 2.3). Absolute magnitudes are k-corrected to z = 0
using Chilingarian et al. (2010).

2. THE SAGA SURVEY

2.1. Overview of the SAGA Survey Design

The primary goal of the SAGA Survey1 is to character-
ize the satellite galaxy populations around more than 100
Milky Way-mass galaxies down to an absolute magnitude of
Mr,o = -12.3. As of this data release, we have completed

1 sagasurvey.org

the survey for 101 systems. To balance depth and volume,
the SAGA Survey focuses on the regime slightly outside the
Local Volume, selecting systems from 25 to 40.75 Mpc, as
shown in Figure 1. The survey depth in apparent magnitude
is roughly ro < 20.7. The primary galaxies in these systems
are selected by stellar masses and environments, which we
detailed in Section 2.2. We then identify potential satellite
galaxy candidates based on photometric information, using
the photometric catalogs from DESI Legacy Imaging Sur-
veys DR9 (Section 2.3, Section 2.5). We obtain redshifts
for the candidates, including redshifts from existing litera-
ture, but mostly with new observations (Section 3), to con-
firm whether the candidates have comparable redshifts as the
primary galaxies.

2.2. SAGA Host Selection and SAGA Footprint

The selection of the SAGA MW analogs (“hosts”) remains
the same as described in Section 2.1 of Paper II. We briefly
summarize the selection criteria here and refer the readers to
Paper II for detail. Our selection is primarily based on dis-
tance, K-band luminosity, and local environment. The selec-
tion criteria are:

Stellar Mass: - 23 > MK > -24.6; (1a)
Stellar Foreground: |b|� 25�; (1b)

Stellar Foreground: Hp(<300 kpc)
brightest star > 5; (1c)

380 satellites
3e7 mass limit

338 confirmed satellites
5e5 mass limit Mao+2024
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Figure 9. Left: The average satellite stellar mass function (SMF) of 101 SAGA systems, shown in the differential form (d hNsati/d logM?).
The darker solid curves show the SMF when survey incompleteness is taken into account, while the fainter dashed curves show only confirmed
satellites. The curves with black triangles, blue circles, and red squares show all satellites, only star-forming satellites, and only quenched
satellites, respectively. The gold dotted and silver dot-dashed vertical lines show the corresponding stellar mass limits of the Gold and Silver
samples. These SMF data points are provided in Table C.5. Right: Same as the left panel, but comparing the SAGA satellite SMF with the
ELVES Survey (orange crosses) and a constant slope of -0.43 (typically quoted as ↵ = -1.43; green dotted line). Note that the SAGA total
SMF (solid black line) has been corrected for incompleteness, while the ELVES SMF shown here has not. The error bars near the right border
of both panels show the Poisson error on the SAGA SMF.

Figure 10. The effective surface brightness–mass distribution of
confirmed SAGA satellites; the large blue circles and large red
squares show star-forming and quenched satellites, respectively.
The small dots show a random realization of satellites that we may
have missed in the Gold and Silver samples, according to our in-
completeness model; the color of the small dots indicates whether
the missed satellites are star forming (blue) or quenched (red). The
gold and silver vertical lines show the corresponding stellar mass
limit of the Gold and Silver samples.

that the incompleteness correction applied to the SMF (de-
scribed in Section B.1) is not tuned to the ELVES SMF, and
we did not apply any incompleteness correction to ELVES
SMF. On the high-mass end, the SAGA SMF is higher than

the ELVES SMF; however, the small number of satellites in
this range likely dominates the effect.

Note that the ELVES data shown here only include 14
ELVES systems. In order to make the ELVES and SAGA
samples comparable, we address the difference in host selec-
tion criteria between the two surveys. We apply the SAGA
environment (Eqs. 1d and 1e) and stellar mass (Eq. 1a) cuts
to produce the SMF in the right panel (orange line). We opt
to apply only these basic SAGA host cuts to the ELVES sam-
ple for the sake of not reducing the ELVES sample size too
drastically. If all SAGA host cuts are applied to the ELVES
sample, the resulting SMF is only marginally different.

5.3. Satellite Quenched Fraction

Shown in Figure 11 is the satellite quenched fraction, de-
fined as the ratio of the quenched and total satellite popula-
tions. We show the averaged quenched fraction as a function
of satellite stellar mass. The definition of quenched satellites
corresponds to a specific star formation rate below 10-11 yr-1,
estimated from a combination of NUV detection and H↵
measurement. The specific definition of quenched satellites
can be found in Section 4.2, with more detailed explanation
in Section 3.1 of Paper IV.

As Figure 9 demonstrates, we expect that a subset of low-
mass quenched satellites exist in these systems for which we
do not have a confirmed redshift. Since we have a good esti-
mate of the expected number of these unconfirmed satellites,
we include them in the calculation of the quenched fraction.
For unconfirmed satellites, the quenched definition is based

Energy Survey data but instead due to the specific objection
detection algorithms used in making the SAGA targeting
catalogs. After all, in ELVES we use these data to detect dwarfs
as faint as μ0,V∼ 27 mag arcsec−2.

In addition to observational incompleteness, it is conceivable
that host-to-host scatter and/or physical differences in the hosts
are playing a role in the discrepancy. For instance, it is possible
that, due to some circumstance of the LV’s cosmic

environment, LV hosts are more satellite abundant than
average hosts of their mass, or there is a systematic difference
in average halo mass between the host samples. Neuzil et al.
(2020) argue that the LV is an outlier in terms of overall dwarf
(satellite and field) abundance compared to ΛCDM simula-
tions. This will be something that might be explored with the
final, 100-host SAGA sample. We note that there is no 16-host
(to match the number of SAGA-selected ELVES hosts that are
complete to 300 kpc) subsample of the current 36-host SAGA
sample that is able to come close to the steepness and
abundance of the average ELVES LF, but the complete SAGA
sample might change this. In the end, multiple effects
(incompleteness, host-to-host scatter, and/or differences in
the host samples) are likely playing a role.

7.2. Satellite Spatial Distribution

The radial distribution of satellites is an important observable to
test the disruptive effect of the host’s central disk and the level of
physical versus numerical (due to low resolution) disruption in
simulations (e.g., van den Bosch et al. 2018; Samuel et al. 2020;
Manwadkar & Kravtsov 2021). In Carlsten et al. (2020b), we
found that the ELVES satellite systems surveyed up to that point
(that paper used six hosts surveyed with CFHT/MegaCam data
and six surveyed in the literature) showed significantly more
concentrated radial distributions of satellites than predicted by
galaxy formation simulations. We did not have a complete
explanation, but we discussed artificial disruption in the
simulations or a bias in the observed sample relative to the
general population of massive hosts. The 36 hosts presented in the
SAGA survey (Mao et al. 2021) did not show similarly
concentrated profiles, suggesting the latter explanation. In this
section, we explore the satellite radial profiles using the full,
nearly volume-limited ELVES sample of hosts.
Figure 8 shows R50, the projected radius encompassing half the

satellites of a given host, versus host Ks-band luminosity within
both rproj< 150 kpc and rproj < 300 kpc. Since this is a projected
radius for the LV hosts, we “reobserve” the MW and M31
systems at a distance of 7Mpc using the known 3D structure of
these systems and considering many different sight lines. The
points show the average projected R50 along with the 1σ spread
due to sight-line differences. The error bars on the other hosts
show the 1σ spread when stochastically including, or not, the
unconfirmed candidate satellites according to their satellite
probabilities from Section 5.6. The points outlined in red were
included in the Carlsten et al. (2020b) sample. We note that the
R50 values for some of these hosts, particularly Cen A and M31,
are somewhat different from those in Carlsten et al. (2020b). This
is due to slightly different satellite lists being used for these hosts.
For Cen A, here we use largely our own photometry to select
which satellites have MV<−9 (and hence can be included in
ELVES), while Carlsten et al. (2020b) used literature photometry,
leading to slightly different inclusion. For M31, here we simply
use the photometry of McConnachie (2012), while Carlsten et al.
(2020b) used various other literature sources, again leading to a
slightly different list of satellites.
The hosts included in Carlsten et al. (2020b) tend to be on the

more concentrated side, with several of the most concentrated in
all of ELVES falling in that group. This is especially the case for
the rproj< 300 kpc sample, where Carlsten et al. (2020b) only had
three hosts surveyed out that far, and two of them (MW and NGC
5457) are the two most concentrated hosts in all of ELVES. This
would suggest that the discrepancy found in that paper was at least

Figure 7. The average satellite abundance per host in 1 mag wide luminosity
bins within both rproj < 150 kpc and rproj < 300 kpc. The legends indicate the
number of hosts contributing to each stacked LF. The middle and bottom
panels show a comparison to the SAGA survey (Mao et al. 2021). Only
ELVES hosts that would satisfy the SAGA selection criteria are included. The
SAGA survey LF shows a noticeable drop below MV > −15 mag compared to
ELVES, even when including a correction for incompleteness in redshift
follow-up in that survey.
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Figure 9. Left: The average satellite stellar mass function (SMF) of 101 SAGA systems, shown in the differential form (d hNsati/d logM?).
The darker solid curves show the SMF when survey incompleteness is taken into account, while the fainter dashed curves show only confirmed
satellites. The curves with black triangles, blue circles, and red squares show all satellites, only star-forming satellites, and only quenched
satellites, respectively. The gold dotted and silver dot-dashed vertical lines show the corresponding stellar mass limits of the Gold and Silver
samples. These SMF data points are provided in Table C.5. Right: Same as the left panel, but comparing the SAGA satellite SMF with the
ELVES Survey (orange crosses) and a constant slope of -0.43 (typically quoted as ↵ = -1.43; green dotted line). Note that the SAGA total
SMF (solid black line) has been corrected for incompleteness, while the ELVES SMF shown here has not. The error bars near the right border
of both panels show the Poisson error on the SAGA SMF.

Figure 10. The effective surface brightness–mass distribution of
confirmed SAGA satellites; the large blue circles and large red
squares show star-forming and quenched satellites, respectively.
The small dots show a random realization of satellites that we may
have missed in the Gold and Silver samples, according to our in-
completeness model; the color of the small dots indicates whether
the missed satellites are star forming (blue) or quenched (red). The
gold and silver vertical lines show the corresponding stellar mass
limit of the Gold and Silver samples.

that the incompleteness correction applied to the SMF (de-
scribed in Section B.1) is not tuned to the ELVES SMF, and
we did not apply any incompleteness correction to ELVES
SMF. On the high-mass end, the SAGA SMF is higher than

the ELVES SMF; however, the small number of satellites in
this range likely dominates the effect.

Note that the ELVES data shown here only include 14
ELVES systems. In order to make the ELVES and SAGA
samples comparable, we address the difference in host selec-
tion criteria between the two surveys. We apply the SAGA
environment (Eqs. 1d and 1e) and stellar mass (Eq. 1a) cuts
to produce the SMF in the right panel (orange line). We opt
to apply only these basic SAGA host cuts to the ELVES sam-
ple for the sake of not reducing the ELVES sample size too
drastically. If all SAGA host cuts are applied to the ELVES
sample, the resulting SMF is only marginally different.

5.3. Satellite Quenched Fraction

Shown in Figure 11 is the satellite quenched fraction, de-
fined as the ratio of the quenched and total satellite popula-
tions. We show the averaged quenched fraction as a function
of satellite stellar mass. The definition of quenched satellites
corresponds to a specific star formation rate below 10-11 yr-1,
estimated from a combination of NUV detection and H↵
measurement. The specific definition of quenched satellites
can be found in Section 4.2, with more detailed explanation
in Section 3.1 of Paper IV.

As Figure 9 demonstrates, we expect that a subset of low-
mass quenched satellites exist in these systems for which we
do not have a confirmed redshift. Since we have a good esti-
mate of the expected number of these unconfirmed satellites,
we include them in the calculation of the quenched fraction.
For unconfirmed satellites, the quenched definition is based
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Figure 14. This figure shows a normalized histogram of
the incompleteness-corrected SAGA Gold sample’s satellite
number (M? � 107.5 M�) in all SAGA hosts, similar to the
lower inset of Figure 8. Here, for any fractional satellite
count (due to incompleteness correction), we draw a uniform
random number in [0,1) to set it to 0 or 1. The error bars
indicate the scatter among these random realizations of the
incompleteness correction. The vertical dashed line indicates
the satellite numbers of the MW and M 31.

The red solid curve and shaded bands are the mean, 1�, and
2� intervals for the predictions of the satellite abundance dis-
tribution from the empirical galaxy–halo connection model
UNIVERSEMACHINE (UM, Behroozi et al. 2019). The pre-
dictions we show here are from the latest version, UM-
SAGA, which has a newly added dwarf galaxy quenching
module (motivated by findings in Wang et al. 2021b) con-
strained by SAGA’s average satellite quenched fraction and
average stellar mass function. Note that the satellite abun-
dance distribution is a derived quantity that depends on the
cosmological distribution of host and subhalo populations,
and was not directly fitted by the model. The 1� and 2� in-
tervals were obtained by randomly selecting 101 hosts from
a parent sample of 2,500 SAGA-like hosts in a 125 Mpc h-1

cosmological simulation. More details on the model update
of UM and insights we gain on satellite quenching are intro-
duced in Paper V.

Overall, the new UM-SAGA model predicts a satellite
abundance distribution that agrees with SAGA observations
for satellites with M? � 107.5 M�. We have conducted two-
sample KS-tests using the 100 realizations of 101 SAGA-like
hosts versus the actual SAGA data for their Nsat distributions,
and we found that 94 out of 100 realizations have p values
> 0.05 and all realizations have p > 0.01, meaning that the
UM-SAGA model predictions are statistically indistinguish-
able from SAGA in terms of Nsat distributions. This is consis-
tent with our findings in Paper II, where we compared SAGA
Stage II observations to the predictions of the Nadler et al.
(2019b, 2020) subhalo abundance matching model. Despite
the different empirical assumptions underlying the two pre-
dictions, we find that these models yield very similar predic-
tions for SAGA satellite counts. A more detailed comparison
between these predictions may inform modeling degenera-
cies, e.g., related to satellite disruption due to baryonic ef-
fects and modeling treatment of orphan galaxies in the simu-
lation.

5.7. Correlation between Satellite Abundance and System
Properties

A notable strength of the SAGA Survey is that the large
number of systems surveyed allows us to investigate if any
properties of the satellite systems (or their host galaxies) have

Figure 15. The correlation strength (shown as p-values) between
each host property shown on the y-axis and the number of satel-
lites per host in the Gold (shown as orange squares) and Gold +
Silver (shown as gray circles) samples, presented as p-values from
the Spearman rank correlation test. The plus and minus signs on the
left show the sign of the correlation. The vertical line indicates a p-
value of 0.05 (corresponding to a correlation coefficient of 0.2 with
101 systems). The p-values for the correlation between the most
massive satellite mass and the numbers of satellites in both samples
are extremely low, and are not shown to scale. The inset shows a
scatter plot between the most massive satellite mass and the number
of satellites in the Gold sample to demonstrate the observed correla-
tion; the black star in the inset shows where the MW system would
be located in this plot. See Section 5.7 for a more thorough discus-
sion of the host properties’ meaning.

a strong correlation with the number of satellites in the sys-
tem. We tested a wide range of properties, including:

1. Photometric properties of the host galaxies: K-band
absolute magnitude MK , g-r color, surface brightness,
Sersic index, ratio of semi-minor to semi-major axes
b/a, position angle;
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GRUMPY: I use GRUMPY to investigate the influence of stochastic star formation rates (SFRs) on several scaling relations such as SFR – stellar mass, stellar mass – 
gas mass, and stellar mass – metallicity. Our model shows that increased SFR stochasticity aligns the scatter in these relations with that observed in nearby dwarf galaxies. 
Particularly, brighter dwarf galaxies MV < –12 exhibit increased scatter in the color--magnitude distribution (CMD) to levels seen in observations, although fainter 
galaxies still show less scatter due to their predominantly old stellar populations and declining SFRs over the past 10 Gyrs. We also investigate the possibility that scatter 
in CMD could be linked to metallicity variations, though this leads to an overestimated scatter in the metallicity – mass relation.

Merian: Merian is an optical imaging survey designed to study the properties of star-forming dwarf galaxies with a completeness limit of 108 solar mass. With ~5000 MW 
analogs at redshifts 0.06 < z < 0.1, we will study their satellites’ stellar mass functions, radial distributions, and structures. This observational dataset will also be used to 
examine the frequency of LMC/SMC analogs around MW-like hosts and assess whether such configurations are common or unique among similar mass galaxies. Here, I 
show preliminary results using 827 hosts with stellar mass 1010.5 – 1010.9 and 0.07 < z < 0.09. 

GRUMPY – semi-analytic model for stochastic star 
formation  in dwarf galaxies (Pan & Kravtsov 2023)

Merian – Wide-field imaging survey of dwarf galaxies 
at 0.06 < z < 0.1 [preliminary results]

SFMS for observation samples and our model 
galaxies. The three model lines have the same 
color code as the figure on the left. Our model 
agrees with observations quite well, except for 
extreme starbursts like those in Lin et al. 2023 
require an even higher level of stochasticity 

SFH (left) and the corresponding power spectral density (PSD, right) for a sample galaxy. Stochastic star 
formation (red) adds more power on short time-scale fluctuations compared to non-stochastic star formation 
(green). To match the level of stochasticity in extreme starbursting galaxies, we perturb the stochastic star 
formation with additional short-term fluctuations (blue).

In our preliminary sample of 827 
hosts within the stellar mass range 
1010.5 – 1010.9, we find a higher Nsat 
for hosts with higher stellar mass 
and redder colors (left two panels).

The average radial profile (below) 
is consistent with previous studies, 
and we are currently working on 
fitting a NFW or Einasto profile to 
the data.

An illustration of the two medium-band Merian filters (N708, N540) with the 
five HSC broad bands (grizy) in Danieli et al. 2024 (submitted to ApJ). Top 
panels show an example dwarf galaxy in the seven bands and the Ha and OIII 
maps made from Mintz et al. 2024 (submitted). 

The Merian survey provides an unprecedent dataset for studying bright star-
forming dwarf galaxies. In my project, I focus on satellite galaxies around MW 
analogs. My preliminary host sample has 827 MW analogs selected with stellar 
mass between 1010.5 and 1010.9 and 0.07 < z < 0.09. In the full survey, we have ~ 
5000 MW analogs in our redshift range. 

For each host, I select satellite candidates based on magnitude (mi < 23), color (0 
< g – r < 1), angular size (> 0.5’’), dwarf galaxy size-mass relation from 
Carlsten et al. 2022, and a probability that the source’s photometric redshift is 
in-band. We derive this probability based on EAZY’s output which contains the 
PDF of the photo-z for each source. 

Color – magnitude diagram for model 
galaxies in non-stochastic (left), 
stochastic (middle), and stochastic 
SFR + stochastic metallicity runs 
(right) compared to observations such 
as MegaCam survey (diamond), SAGA 
(circle), and ELVES (pentagon). 
Bursty star formation increases the 
scatter in color to the observed level 
only for bright dwarf galaxies; scatter 
in color could also be due to 
stochasticity in metallicity, but the 
level of stochasticity required leads to 
an over-estimate of scatter in the 
metallicity – mass relation 
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2.4. Defining the Quenched Sample

In the MW, quenched galaxies may be identified in a variety
of ways. One might sensibly define quenched galaxies as those
with no H I stores available for star formation, and there are
deep limits on H I masses for MW satellites (e.g., Grcevich &
Putman 2009; Spekkens et al. 2014; Putman et al. 2021).
Alternatively, one might want to define a quenched galaxy as
having stellar populations older than some age or having
finished star formation more than some time ago. For MW
galaxies, we have deep color–magnitude diagrams that allow
for very tight constraints on star formation histories (e.g.,
Mateo 1998; Weisz et al. 2011; McConnachie 2012; Brown
et al. 2014; Weisz et al. 2014; Skillman et al. 2017). Finally,
one might instead look for more direct signs of ongoing star
formation, say from UV or Hα emission. SAGA, for instance,
defines a star-forming galaxy as one for which they detect Hα
(Geha et al. 2017), while Karunakaran et al. (2021) validate
these values in SAGA with GALEX data.

In ELVES, none of these ideal tracers are available for the
full sample. Karunakaran et al. (2022a; see also Karunakaran
et al. 2020) presents some archival and some new H I
constraints to ELVES, but they are not comprehensive. Many
galaxies in ELVES have archival Galaxy Evolution Explorer
(GALEX) and/or Hα measurements, but by no means all.
Finally, amassing the deep color–magnitude information
required to determine star formation histories would be
prohibitive with HST beyond the 3–4Mpc that has already
been surveyed (e.g., Dalcanton et al. 2009; Weisz et al. 2011).

Thus, we rely instead on galaxy color and morphology.
In C22 we present a morphology-based classification for each
galaxy, determined by visual inspection. Red and smooth
galaxies are classified as early type, while blue and
asymmetrical/lumpy galaxies showing visible signs of star
formation are classified as late type. C22 shows that if we adopt
a luminosity-dependent color cut to divide galaxies into early
and late type, we recover very similar quenched fractions. More

specifically, Carlsten et al. (2021a) used a dividing line of
g− i=−0.067×MV− 0.23, which also seems to work well
for the simulations of Font et al. (2022) and Pan et al. (2023).
Likewise adopting a mass-dependent color cut in near-
ultraviolet (NUV) − g yields a virtually identical early/late-
type demarcation. It will be interesting to explore in future
work how the color–magnitude relation relates to the known
mass–metallicity relation for dwarfs (Kirby et al. 2013). We
will revisit this tilt in the color–mass relation in Section 3.3.
We can go beyond C22 and use both archival Hα and

published H I measurements to support further the fidelity of
the early/late-type demarcation. Karunakaran et al. (2022a)
find that within this archival sample, all the H I detected
galaxies are classified as late type by C22. Turning to Hα, we
use the catalog of Karachentsev et al. (2021). Most of these
measurements come from narrow-band imaging (Kennicutt
et al. 2008; Kaisin & Karachentsev 2019). Focusing on ELVES
satellites within the range of M* = 107–108 Me, there are 39
matches, of which 20 are late type and all are detected. Of the
remaining 19 early-type satellites, seven have only upper limits
in the catalog, reaching star formation rates as low as <10−6

Me yr−1. In the Appendix, we show that the distribution of star
formation rates, as inferred from Hα, is disjoint between the
early-type and late-type galaxy samples. Since we have
controlled for stellar mass, this tells us that either we are
seeing only a tiny vestige of ongoing star formation in the
early-type galaxies, or that the Hα arises from some other
physical process. Therefore, to be maximally inclusive of all
ELVES satellites with and without Hα, we classify quenched
dwarfs as those with an early-type designation in C22.

3. Quenched Fractions

In this section, we empirically quantify how the quenched
fraction varies with (a) the host halo mass (proxied by
MK,group), (b) morphology of the host, (c) the satellite stellar
mass, and (d) radial position within the host (in projection, Rp).
We define the total number of satellites as the sum over all
satellites probabilities Psat down to our mass limit. The
quenched fraction is then the ratio of the sum over Psat of
those satellites that are visually classified as early type with the
sum over Psat for all satellites, within a specified mass and Rp
range. However, if we only include galaxies with high
Psat> 0.8, the results are very consistent with what we present
here (as also argued by C22).

3.1. Individual Quenched Fractions

We start by asking whether the quenched fractions per
galaxy may be correlated with any other properties of the
system. In group- and cluster-mass halos, a clear morphology–
density relation is observed (e.g., Dressler 1980; Postman &
Geller 1984; Zabludoff & Mulchaey 1998; Sales et al. 2013).
Our hosts are in much smaller halos, but they do span at least
an order of magnitude in halo mass (C22). Thus, we can
explore whether quenching efficiency varies with host stellar
mass or halo mass for the ELVES sample, at least down to a
satellite stellar mass of ∼5× 105 Me.
The quenched fraction per host, as a function of MK,group, is

shown in Figure 1, measured within RP< 250 kpc for spatial
uniformity across the sample. Since many hosts (particularly at
the low-MK,group end) have a small number of satellites, the
errors on individual quenched fractions can be quite large. Our

Figure 1. The quenched fraction per galaxy for distance to host Rp < 250 kpc,
including all satellites using the satellite probability. Error bars shown here are
purely based in the binomial theorem, but in nearly all cases encompass the
total spread in fq based on including or excluding satellites with Psat < 1. The
correlation between fq and MK,group is not significant, given the large scatter in
values per galaxy. However, for the purpose of analysis further on in the paper,
we do divide the host sample into three bins ofMK,group (high, medium, low) as
indicated here.
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some marginal evidence that satellites quench more effectively
at smaller radial distances. We do not see a difference in the
quenched fraction between early- and late-type hosts.

We then infer the average quenching time in bins of satellite
stellar mass by combining the observed quenched fractions
with a distribution of infall times from the semianalytic
modeling code SatGen. From our lowest to highest-mass bin,
we find the quenching time steadily rises from 2 to 8 Gyr for
5× 105–5× 108 Me. Our inferred times are comparable to, but
systematically longer than, those found in high-resolution
hydrodynamical simulations (Akins et al. 2021;Samuel et al.
2022; Pan et al. 2023). If ram pressure stripping is the dominant
quenching mechanism, then the stripping must grow less
efficient with progressively higher satellite mass. Furthermore,
our average quenching times appear to be longer than the
quenching delay times reported by recent hydrodynamical
simulations. We could underestimate the quenched fractions in
the data due to projection and distance errors. At the same time,
the simulations may quench galaxies too quickly through
feedback prescriptions or averaging over the clumpy circum-
galactic medium.

In the future, it would be helpful to measure a robust
instantaneous star formation indicator like Hα or H I for a
larger fraction of the ELVES galaxies, particularly at the
extreme ends of the quenched fraction range. It would be even
more informative to have detailed star formation histories for
the galaxies based on resolved color–magnitude diagrams; thus
far, this has only been done within 4Mpc (e.g., Weisz et al.
2011), but with the James Webb Space Telescope and then the
Nancy Grace Roman Space Telescope (Akeson et al. 2019),
there is hope to use luminous infrared populations to probe
quenching times to larger distance (e.g., Melbourne et al.
2012).

We acknowledge H. Akins, J. Samuel, C. Simpson, and A.
Wetzel for kindly sharing their data. We thank M. Putman, Y.
Mao, and J. Zhu for helpful discussions that improved this
article. J.E.G. gratefully acknowledges support from NSF grant
AAG-2106730. S.D. is supported by NASA through Hubble
Fellowship grant HST-HF2-51454.001-A awarded by the
Space Telescope Science Institute, which is operated by the
Association of Universities for Research in Astronomy,
Incorporated, under NASA contract NAS5-26555.

ELVES is based in part on observations obtained with
MegaPrime/MegaCam, a joint project of CFHT and CEA/
DAPNIA, at the Canada–France–Hawaii Telescope (CFHT)
which is operated by the National Research Council (NRC) of
Canada, the Institut National des Science de l’Univers of the
Centre National de la Recherche Scientifique (CNRS) of
France, and the University of Hawaii. The observations at the
Canada–France–Hawaii Telescope were performed with care
and respect from the summit of Maunakea, which is a
significant cultural and historic site.

Appendix

Here we present the inferred star formation rates for the
ELVES targets with cross-matches in the Kaisin & Karachent-
sev (2019) catalog (see also Karachentsev et al. 2021). The Hα
fluxes are based on narrow-band imaging, and generally have a
depth of ∼5× 10−14 erg s cm2 or equivalent widths of a few
angstroms. We use the relation between Hα luminosity and star

formation rate from Kennicutt & Evans (2012) to calculate the
star formation rate assuming that all Hα arises from star
formation (which need not be true; e.g., Yan 2018; Belfiore
et al. 2022). The result is shown in Figure 13.
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Figure 13. Histogram of star formation rates inferred from late-type and early-
type satellites within ELVES in the M* = 107–108 Me range. We show
detections in early- and late-type galaxies, as well as the reported upper limits
(ETG-LIM) in early-type galaxies (all late types are detected). There is a clear
bimodality in which the morphologically flagged early-type galaxies have
either much lower star formation rates or their Hα arises from different physical
processes.
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satellites appear similar to the ELVES early-type dwarfs,
providing further support that the early-type morphology
classification is a robust indicator of quenched star formation.

There appear to be significantly more ELVES early-type
dwarfs than quenched SAGA dwarfs. This is shown in the
histogram in the right panel, which includes dwarfs of an
intermediate luminosity (−15 mag<Mg<−12 mag). Candi-
date SAGA satellites without distance confirmation are
included weighted by their satellite probability inferred by Mao
et al. (2021). No correction is made for ELVES candidate
satellites without distance measurements since there are
essentially none in this luminosity range. Satellites with only
GALEX NUV upper limits are included in this histogram at the
location of their upper limit. Since only a few of the ELVES or
confirmed SAGA satellites in this luminosity range have only
GALEX upper limits, there is no worry that the histograms are
biased to blue NUV− g colors because of weak NUV flux
upper limits. However, many of the SAGA candidate satellites
without redshifts have only GALEX upper limits. To ensure
that the SAGA histogram is not unfairly biased blue, we give
the candidates that have similar red optical colors to the
ELVES early-type galaxies (see the end of this section for the
specific cut in color–magnitude space) an NUV− g color of
∼3.7 mag, similar to the ELVES early-type galaxies.

Both ELVES and SAGA show bimodality in UV−optical
color, corresponding to quenched and star-forming populations.
The dotted green histogram shows the ELVES results without
the hosts that are too massive to fit the SAGA host criteria, as
described in Section 7.1. The overall normalization of the
ELVES histogram is larger (i.e., more satellites per host) than
that of SAGA, similar to the findings of Figure 7, and this is
especially the case with the red, quenched population. The
SAGA-selected ELVES hosts have, on average, 1.38± 0.26
satellites per host in this luminosity range with NUV− g> 3,
while SAGA hosts only have 0.47± 0.11. The ELVES hosts

have, on average, 1.62± 0.28 satellites per host in this
luminosity range with NUV− g< 3, while the SAGA hosts
have 1.15± 0.18. Combining these, the ELVES hosts have
∼1.5 more satellites per host in this luminosity range, with
most of these satellites being UV−optically red. This
difference is about the same as seen in Table 3. We do not
expect the numbers to be exactly the same since no correction
has been made for the fact that not all satellites have GALEX
coverage. Note that also no correction has been made for the
fact that some ELVES hosts are only surveyed out to a
projected 150 kpc, nor for any unconfirmed ELVES satellites in
this magnitude range, although there are not many (see
Figure 5).
The fact that the blue population for ELVES is not smaller

than that of SAGA indicates that the visual classification is not
simply erroneously classifying dwarfs as early-type galaxies
that actually do have significant Hα emission.
This discrepancy reinforces the possibility that SAGA is

missing some number of quenched, LSB satellites, although, as
before, it is conceivable that some of this can be explained by
subtle differences in the host sample (e.g., large-scale
environment). This might be explored with the full, 100-host
sample from SAGA.
Figure 11 shows the quenched fraction as a function of

satellite stellar mass. In the left panel, morphology is used to
classify ELVES satellites as quenched or star-forming, and the
presence of Hα is used for the SAGA satellites (Mao et al.
2021). In the right panel, a cut in color–magnitude space is used
to classify both ELVES and SAGA satellites. The line we use to
divide quenched/early-type galaxies from star-forming/late-type
galaxies is g− i=−0.067×MV− 0.23. In Carlsten et al.
(2021a)we found this line to cleanly separate early- from late-
type dwarfs. Encouragingly, Font et al. (2022) also found
that this line did a good job of separating star-forming
from quenched satellites in the ARTEMIS simulations. The

Figure 10. The NUV − g color vs. luminosity for the ELVES satellites. The points are colored based on their morphology class (early or late type). The two
morphological classes cleanly separate in this plane. Shown with the open symbols are the SAGA satellites from Mao et al. (2021), colored by whether or not they
have Hα emission. Dwarfs not detected in GALEX with S/N > 2 are shown as triangles indicating 2σ upper limits to their NUV flux. In general, the quenched SAGA
satellites do have similar red UV−optical color to the ELVES early-type galaxies; however, there are far more ELVES early-type satellites. This is shown in the
histograms in the right panel. Both SAGA and ELVES show a bimodality in UV−optical color corresponding to quenched and star-forming satellites. However, the
ELVES quenched population is significantly larger. The dotted histogram shows the ELVES sample without the hosts more massive than the SAGA selection criteria.
Note that the SAGA completeness limit is Mg  −12 mag and that for ELVES is Mg  −9 mag.
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Figure 4. Quenched fractions as a function of stellar mass. SAGA satellites, corrected for incompleteness, are shown in both panels as solid
green circles with Poisson error bars. Left: We plot the uncorrected confirmed satellite quenched fraction (open green squares) which agree
with the completeness corrected values for the Gold sample (gold bar), but increasingly deviate towards the Silver sample (grey bar). The 1-�
system-to-system scatter for the 101 individual SAGA systems is shown by the light green shaded region. A subsample of 18 SAGA hosts in
Local Group-like systems is shown as the dotted green line and is statistically indistinguishable from the full sample. Black stars represent MW
satellites. Right: We compare to the ELVES Survey (Carlsten et al. 2022), which classifies satellites using a color-only criteria. We plot the full
sample of 28 ELVES hosts (orange open squares) and a subsample of 14 ELVES hosts matching the SAGA MW criteria (solid orange squares,
-23 > MK > -24.6).

we modify this criteria to include measurement errors, set-
ting satellites as star-forming if H↵ is observed in emission
with (EWH↵ -�EWH↵

) > 2Å. Seven galaxies are considered
quenched due to the addition of this H↵-error criterion, seen
as red symbols in the right two quadrants of Figure 3. Our H↵
EW criteria is roughly equivalent to a sSFRH↵ = -11.0yr-1,
however, we chose to implement this criteria in the observa-
tional space to maintain consistency with previous work.

The H↵ EWs alone are sufficient to classify the majority
of satellites. However, we introduce a second criteria based
on sSFRNUV. The majority of galaxies classified as star-
forming by our H↵ EW criteria have log(sSFRNUV/yr-1) >
-11.0. However, a handful of our brighter satellites show
a quenched core surrounded by a region of ongoing star
formation which is missed in our optical fiber-based spec-
tra (Figure 1). Thus, we also classify galaxies as star-
forming if they have a specific NUV star formation rate:
log(sSFRNUV/yr-1) -�sSFR,M? > -11.0, where �sSFR,M? com-
bines the uncertainties in sSFR and stellar mass.3 Out of 378
satellites, 12 galaxies are classified as star-forming despite
the lack of strong optical H↵ emission. These objects are the
blue circles in the upper left quadrant of Figure 3. Visual in-
spection of these 12 galaxies confirms that the optical fiber

3 �2
sSFR,M?

= �2
[log(sSFRNUV/yr-1)] +�2

[log(M?/M�)]

missed the region of active star-formation in these systems.
The 22 SAGA satellites without GALEX coverage are shown
as squares in Figure 3.

Our spectroscopic survey did not measure a redshift for
every candidate satellite within our primary survey area. As
detailed in Paper III, we determine a satellite probability for
each candidate based on its magnitude, color, and surface
brightness. We use these probabilities to correct our satel-
lites counts for spectroscopic incompleteness. To correct our
quenched fractions for spectroscopic incompleteness, we as-
sess whether a given candidate is quenched using a color cri-
terion. In Paper III Figure 12, we show that while there is no
color criteria that perfectly separates the SAGA satellite pop-
ulation, the color-criteria defined by Carlsten et al. (2020),
translated into g- and r-band, do an adequate job. We apply
these corrections to the quenched fractions. In the left panel
of Figure 4, the uncorrected (open green squares) and cor-
rected (solid green circles) quenched fractions are similar for
the Gold sample, but increasingly deviate towards lower stel-
lar mass (see also Paper III, Figure 9). We therefore restrict
our analysis to Gold satellites when focused on quenched
fractions (§3), but combine Gold and Silver when focusing
on the star-forming satellite population only (§4). Classify-
ing our SAGA satellites using only color (ignoring our spec-
troscopic information) results in quenched fractions that are
over-estimated by 20–40%. This is consistent with the es-
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Figure 8. Inferred quenching time in satellite stellar mass bins for the full ELVES sample (left) and in bins of MK, group (right).
The time is inferred by taking the infall time distributions for the SatGen satellites in that bin, and then identifying the tq
value that reproduces the observed quenched fraction. We compare with a similar inference for MW satellites from Wetzel et al.
(2015, (W15)) and Wheeler et al. (2014, (W14)), as well as measurements for more massive groups from Wetzel et al. (2013,
(W13)).

shown on the left-hand side of Figure 8. We see that our
inferred quenching time is consistent with the predic-
tions of rapid quenching under ram-pressure stripping
for satellites with M⇤ ⇡ 106 M�, but then rises steadily,
reaching tq ⇠ 4 � 5 Gyr for satellite M⇤ ⇡ 107 M�.
The quenching time gets even longer for galaxies with
M⇤ > 108 M�. In general, our results are consistent
with those inferred for the MW (§5), but, relying on a
composite sample of MW-like hosts, a much more grad-
ual increase in average quenching time with satellite stel-
lar mass is revealed.
Given the empirical di↵erences between quenched

fractions in MK, group bins (see Figure 1), we also de-
rive tq as a function of satellite stellar mass separately
for each of the MK, group bins; the results are shown on
the right-hand side of Figure 8. To be clear, we are not
directly modeling the stripping processes, we are sim-
ply calculating the average time since infall required to
reproduce the observed quenched fractions given the sta-
tistical infall time distributions. We find two key mass
dependencies. First, at low satellite mass M⇤< 107 M�,
the quenching times do get longer in the lowest-mass
hosts that we investigate, while they are very compa-
rable in the medium and high-mass bins. Second, the
quenching times are longer for M⇤> 108 M� in MW-
mass halos than in the more massive groups. Both
of these trends make sense in a scenario where ram-
pressure stripping is the primary cause of quenching,
such that thresholds in mass occur where the circum-
galactic medium is no longer dense enough to strip a
galaxy of its gas; it follows that this threshold is halo-

mass dependent. However, as mentioned above, halo-
mass-dependent changes in accretion history at fixed
satellite stellar mass may also contribute.
Finally, we derive quenching times in the two radial

bins from Fig. 4 above. We use the z�axis (line-of-
sight) present-day radius within SatGen to mimic ob-
served projection e↵ects within the simulation. Investi-
gating the inferred tq for radial bins directly will allow
us to separate the two e↵ects – higher circumgalactic
medium density and larger number of pericenter pas-
sages closer to the host – that likely contribute to the
increased quenching for galaxies at smaller projected
distance. What we find is evidence that the quenching
time overall is shorter for the galaxies at shorter pro-
jected distance. Since we use SatGen to keep track of
the relationship between infall time and host distance,
this accounting suggests that the circumgalactic medium
density is shortening quenching times for closer-in satel-
lites (see also Simpson et al. 2018).

4.3. Caveats

We want to highlight some important caveats here,
since our quenching “model” is very simplified. First,
clearly, it is an over-simplification that all the satellites
will quench in the same amount of time in the halo (e.g.,
Weisz et al. 2015; Akins et al. 2021; Fillingham et al.
2019). Thus, when we measure a quenching time longer
than the typical 2 Gyr assumed for ram-pressure strip-
ping, we are measuring the average over what is likely a
wide distribution of quenching times in the real galaxies.
We also are measuring quenched fractions in projected

~2 Gyrs — 
assumed for MWGeha+2024
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Figure 3. Rows a & b: Scaling relations of e↵ective radius and surface brightness with luminosity for the LV dwarf samples,
split into late-type and early-type (blue and red, respectively). Row b shows average trends binned in 1 mag wide bins of
luminosity. In this row, the vertical errorbars indicate the error in the mean, not the intrinsic spread. The arrow in the left
panel shows the 1.4 mag change due to passive aging of a [Fe/H]= �1 stellar population from 1 Gyr to 6 Gyr. The SB limit of
the LV satellite sample of µ0,V < 26.5 mag arcsec�2 is shown in the right panels. Rows c & d : : Scaling relations of e↵ective
radius and e↵ective stellar surface density (⌃e↵ ⌘ M?/2⇡r

2
e(1� ✏)) with stellar mass. Row d shows average trends binned in 0.3

dex wide bins of stellar mass. In the left panel, the dashed lines show the mass-size relations for early-type (red) and late-type
(blue) galaxies from the GAMA Survey (Lange et al. 2015).

di↵erences in the average ellipticity. We explore this in
more detail in Section 4.

Figure 4 shows the distribution of Sérsic indices for the
LV ETG and LTG populations plotted against stellar
mass. The early-type and late-type LV satellites over-
all show quite overlapping distributions in Sérsic index,
although the early-types show a trend of increasing n
for larger stellar masses while the late-types show less
noticeable of a trend.

3.3. E↵ect of Environment

In this section, we consider the e↵ect of environment
on dwarf structure at fixed dwarf type. Thus, we com-
pare both cluster ETGs to LV satellite ETGs and field
LTGs to LV satellite LTGs. Since stellar mass is a more
fundamental quantity than luminosity, we just consider
the scaling relations of size and stellar density with stel-
lar mass.

Before showing the results, it is worth clarifying
the di↵erences between the LV and cluster environ-
ments. The LV hosts are significantly lower in halo
mass than either cluster. While host selection in
ELVES is simply based on host MK (correspond-
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Figure 5. Left : Nucleation fraction of early-type dwarfs as a function of stellar mass in di↵erent environments in the local
universe. The Virgo results are from Sánchez-Janssen et al. (2019), although we also show the results from our parallel analysis
of the NGVS sample. The Fornax results are from Eigenthaler et al. (2018) and Coma from den Brok et al. (2014). Right : The
nucleation fraction of LV satellite dwarfs split by their projected separation from their massive host galaxy. The Virgo results
are included in this panel for reference. In both panels, there is a clear trend in environment where early-type dwarf satellites
in denser environments (either more massive parent halo or closer to their host) are more frequently nucleated at fixed stellar
mass.

5. GC RESULTS

In this section, we present the results on the GC anal-
ysis of the LV dwarf sample. We start with a discussion
of the observed GCLF, then move to the radial distribu-
tions of GCs, and then, finally, present the abundance of
GCs as a function of stellar mass with particular focus
on a comparison across environments.

5.1. GC Luminosity Function

Figure 6 shows the overall stacked, background-
subtracted GCLF and color distributions for the LV
and Virgo samples. To make these distributions, we
stack the background subtracted histograms for each
individual dwarf for sources within a circular 2re annu-
lus. Note the histograms are not corrected for possible
GCs outside of 2re. The errorbars are Poisson uncer-
tainties given the combined total number of sources
(before background subtraction) in the 2re annuli. The
GCLF’s both show a peak at Mg ⇠ �7.2 mag, which
we explore in more detail below. The color distribu-
tion for the Virgo dwarfs shows a single peak around
g � i ⇠ 0.7, similar to the findings of Prole et al. (2019)
and corresponding to the color range of the metal-poor
subpopulation of GCs found around more massive galax-
ies (e.g. Peng et al. 2006). The color distribution for
GCs of the LV dwarfs does not show a clear peak, likely
due to limited statistics.
To get better signal-to-noise on the background sub-

tracted LF, in Figure 7, we show the background sub-

tracted GCLF but restricted only to dwarfs with NGC >
5 (as determined by the simple background subtraction
method of §3.4). We show the posteriors of the GCLF
parameters from the likelihood-based fit in the top panel
and GCLF curves corresponding to the median posterior
values in the bottom two panels. The GCLF parame-
ters are similar for both dwarf samples with Mg ⇠ �7.1
and dispersions of ⇠ 0.6 mag. Jordán et al. (2007) and
Villegas et al. (2010) both show that the GCLF disper-
sion decreases for lower luminosity galaxies, at least for
galaxies brighter than MB . �16 mag. Using Equation
18 of Jordán et al. (2007) and assuming hMBi ⇠ �12
mag for our samples, we’d expect µg ⇠ 0.34 mag, smaller
than the observed ⇠ 0.6 mag. This indicates that the
dwarf luminosity-GCLF width relation likely flattens
out around MB ⇠ �16 mag, the faintest magnitudes
probed by Jordán et al. (2007).
The LV dwarf GCLF shown in Figure 7 exhibits a hint

of a non-Gaussian tail extending to faint luminosities.
The tail even extends into the magnitude range where
some of the data used will be incomplete (Mg & �6
mag) and is thus a lower limit to the true LF at those
magnitudes. To explore this in more detail, in Figure
8, we compare the LV dwarf GCLF from Figure 7 with
two other samples of nearby dwarfs. First is the sam-
ple of GCs in LG dSphs. We include GCs of NGC 147,
NGC 185, NGC 205, Sagittarius, and Fornax. The lumi-
nosities of the GCs of M31 dwarfs come from Da Costa
& Mould (1988) and Veljanoski et al. (2013). The list

also Hoyer+2021

Red and blue satellites obey the same 
mass-size relation. Quenching does not 
Substantively impact size, may puff galaxies 
up a bit, or that may be an inner halo (Kado-Fong)

is reassuring that they agree quite well. It appears that at least
some of the difference in C/A between ELVES early-type and
late-type dwarfs is attributable to the difference in the average
luminosity and stellar mass. However, the late-type sample is
significantly flatter than the mass-matched early-type sample,
so this cannot be all or even most of it.

The top panel of Figure 11 shows that the early-type and late-
type dwarfs exhibit a roughly constant offset in intrinsic C/A across
the probed range in luminosity. Both types of galaxies appear to get

thicker at lower luminosities, but they show a difference in intrinsic
shape at all luminosities.
The bottom panel of Figure 11 shows that there is no

similar clear pattern in intrinsic B/A. Other than the faintest
point of Roychowdhury et al. (2013), it appears that early
types have higher B/A (less triaxial) than late types at all
masses. Also the three late-type data points around MV∼−14
mag have lower B/A (more triaxial) than the higher-mass,
late-type data points of Kado-Fong et al. (2020b), indicating a

Figure 10. Left and Center: the observed distributions in apparent axial ratio (b/a = 1 − ò) for the early-type and late-type LV satellites are shown in the color
histograms. Black histograms show the median model from the Bayesian inference of the intrinsic axial ratios while the thin gray lines show individual draws from the
posterior distributions. Right: 1σ and 2σ contours showing the inferred, intrinsic C/A and B/A regions for the LV early- and late-type samples.

Figure 11. Inferred average intrinsic axial ratios: C/A (top) and B/A (bottom), for different dwarf samples as a function of the average luminosity of the samples. The
“mass-matched” ETG subsample has been selected to have the same distribution of stellar masses as the late-type satellite sample. The cluster sample analysis comes
from Sánchez-Janssen et al. (2019b), the field dIrr analysis comes from Roychowdhury et al. (2013), and we also include the analysis of higher-mass dwarfs from
Kado-Fong et al. (2020b). Dashed lines connect the points from studies with two luminosity bins.
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Figure 2. Schematic overview of the Silkscreen architecture. The external inputs to Silkscreen are shown at the top, colored
by where in the code they are used; in our bespoke fitting paradigm, easily-measurable parameters of input galaxies, including
the Sérsic parameters, are fixed, along with the parameters describing the cutout image (i.e., which survey bands the imaging
was obtained in, the exposure times therein, and the empirical PSF in the vicinity of the target). These inputs are passed
to ArtPop, and all generated simulations will share the values set by these inputs. Additionally, we pass a large “injection
patch” of sky from the survey being used in the vicinity of the galaxy cutout to ArtPop. During training, generated model
galaxies are placed in randomly chosen locations in this large patch. The final input to Silkscreen is the multi-band image
cutout of the real galaxy, which is utilized in the learning stage. In four rounds, ArtPop generates 25,000 simulations, drawn
(at first) from highly uninformative priors. These simulations and labels are then passed to the ResNet for summary statistic
extraction; then, SBI is used to infer via neural flows the posterior on the fit parameters given the span of generated models
and the true input image. The posterior inferred in each round is then adopted as the prior for the subsequent round, and the
process is repeated. As illustrated in the bottom row of the schematic, each sequential round (tends to) tighten the posterior, as
progressively smaller regions of parameter space (at progressively higher likelihoods) are sampled. The final round’s posterior
is adopted as the output posterior distribution on the parameters.

For the normalizing flow part of the network we use
a Neural Spline Flow (NSF; Durkan et al. 2019) and
its implementation in sbi. The default architecture we
use consists of five transformations with 50 hidden fea-
tures each, eight spline bins and dropout probability of
0.2 in the hidden layers. As discussed in section 1.3 we
concurrently train an embedding network to distill the
input images into a set of summary statistics. For our
embedding network we use an instance of a Residual

Neural network (ResNets; He et al. 2016). Compared
to traditional CNNs, ResNets include skip connections
where the output of a layer is added to the input. They
have been shown to be easier to optimize and allow for
deeper networks without degradation of generalizability.
Our implementation is based on that in torchvision

(maintainers & contributors 2016). It contains an ini-
tial convolution layer which maps any number of input
filters to 16 channels proceeded by four segments. Each

Miller+2024
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Figure 1: The combined wide field of view and sensitivity limits of the Roman Space Telescope will enable
the discovery of a statistical sample of dwarf galaxies with stellar mass less than 108M� by the combined
techniques of resolved star and surface brightness fluctuation methods. This figure shows simulated galaxies
over the range of stellar mass and distances considered in this proposal.

and Milky Way analogs throughout the Local Volume (Danieli et al. 2022). These mea-
surements imply that the galaxy formation cuto↵ must occur at Mhalo < 3 ⇥ 108 M�, which
already sets powerful limits on dark matter models that suppress the number of expected
dwarf galaxies: warm dark matter, models with dark matter–baryon interactions, ultralight
dark matter, and dark matter with late-time decays (Nadler et al. 2021a; Newton et al. 2021;
Dekker et al. 2022; Mau et al. 2022). Current dark matter constraints are limited by
the relatively small number of known faint dwarfs, and thus Roman discoveries
of ultra-faint dwarfs (M? = 103–105 M�) will immediately improve dark matter
constraints. Furthermore, Roman will significantly increase our census of classical
dwarf galaxies (M? = 105–109 M�), which will substantively reduce theoretical un-
certainties in the modelled stellar mass–halo mass relation to strengthen derived
dark matter constraints.

The Role of Roman. The Community Surveys, and in particular the High Latitude
Wide Area Survey (HLS), will be extremely powerful for dwarf discovery (§1.4). However,
HLS alone may not allow Roman to reach its full potential as a dwarf galaxy discovery
machine. We thus propose a full search of depth and area trade space that builds upon
the power of HLS. This optimization requires a few key components. First, we require
a theoretical framework in which to evaluate the constraining power of dwarf galaxy
samples as a function of their mass and sample size (§1.3). Second, we require groundwork to
optimize detection and distance measurements of dwarfs, jointly leveraging Roman
and other ground-based surveys including LSST (§1.4). Third, a deeper survey of local
hosts would yield large dwarf samples at the very limit of galaxy evolution (M? ⇡ 103 M�;
§1.5), and maximally leverage the more massive dwarfs discovered in HLS.

2
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Deblending is a big issue…just ask Jiaxuan Li

and morphology information to separate blended objects and
model objects in a nonparametric fashion. In the following, we
briefly summarize how scarlet works, and we refer
interested readers to Melchior et al. (2018, 2021) and the
online documentation20 for more details.

In scarlet, each source k in the cutout is described by a
morphology image Sk and a spectral energy distribution (SED)
vector Ak. The multiband images are represented as Y. The goal
of the modeling is to minimize the objective function
� � � qF∣∣ ( )∣∣*f Y P A Sk k k

1
2

2 under certain constraints,
where P is the PSF and * is convolution. The morphology
image of each source is limited by a bounding box. We assume
two constraints when running scarlet: all sources have
positive fluxes (positivity constraint), and the light profiles of
all sources monotonically decrease from the center to the
outskirts (monotonicity constraint). The monotonicity con-
straint is oversimplified for well-resolved galaxies with
complicated structures, but for objects in our sample, this
assumption still holds for most cases and provides an effective
and robust way to deblend overlapping sources. We refer to this
modeling method as vanilla scarlet.

We use vanilla scarlet to model the LSBG candidate, and
the structural and morphological parameters are then used to
exclude false positives from our LSBG sample. In the
following, we briefly describe how we detect peaks on the
image to initialize and optimize scarlet models. We refer
the readers to Appendix B for a more detailed description.

The deblending step is designed to model the sources in the
vicinity of the LSBG candidate. Therefore, we run sep on the
griz-combined image to detect objects (i.e., peaks) around the
LSBG candidate. Objects that are close to the LSBG candidate
are modeled using scarlet models. The models are
initialized based on the smoothed image to capture the LSB
outskirts of the target galaxy. Then the models are optimized

using the adaptive proximal gradient method (Melchior et al.
2019). Typically, convergence is achieved after ∼50 steps of
optimization, and the whole modeling process takes about 40 s
for a typical LSBG.
The deblending procedures are demonstrated in Figure 1

with two distinct examples. The one shown in the top panels is
a blue LSBG, whereas the one shown on the bottom is a high-z
galaxy blended with the outskirts of a nearby galaxy, which
falls in our initial sample as a false positive.
We note that the optimized model of the blue LSBG captures

its color and morphology quite well. For the false-positive case,
the optimized model has a notable bright background because
we model the sky together with all other sources. The model for
the target itself is actually very red and compact. It passes our
initial selection because the galaxy outskirts are shredded by
SourceExtractor and happen to have a large size and
similar color to our LSB galaxies. However, once modeled
using scarlet, it becomes clear that this is just a false-
positive detection and should be removed. A rubric based on
the scarlet model is therefore needed to help us identify and
exclude the false positives.

3.2.2. False-positive Removal

After running vanilla scarlet for LSBG candidates, the
target object is successfully deblended from nearby sources.
Unlike other parametric modeling methods, the nonparametric
scarlet model is flexible enough to adequately represent
galaxies with complex structures. However, the nonparametric
nature of the code means that we have to make additional
measurements to quantify the size and shape of the scarlet
model. As shown in the rightmost column of Figure 1, we
isolate the model of the target object and analyze it using
statmorph21 (Rodriguez-Gomez et al. 2019). The purpose of

Figure 1. Demonstration of the deblending step described in Section 3.2 and Appendix B. Here we show two objects from our initial sample: the one shown in the top
panels is a blue LSBG, whereas the one shown in the bottom is a false positive, which is a blend between a high-z galaxy and galaxy outskirts. The first columns show
the griz color-composite images with the bounding boxes overlaid. The objects covered by the gray shades are masked during fitting. The remaining columns show the
initial model, the optimized model (PSF convolved), the residual image, and the optimized model of the target galaxy only. The red dashed circle in the rightmost
column denotes the measured half-light radius.

20 https://pmelchior.github.io/scarlet/ 21 https://statmorph.readthedocs.io/en/latest/
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measurements on the scarlet models successfully removes most
of the false positives and a large fraction of small red galaxies
(most likely background galaxies) in our initial sample.
Furthermore, the completeness of the real LSBG detection
remains high. In Section 3.4, we characterize the completeness
of this “deblending” step by injecting mock Sérsic
galaxies, and we achieve ∼80% completeness at N �( )geff

�27.0 mag arcsec 2 and >50% completeness at N �( )geff
�27.5 mag arcsec 2 (Figure 3). We emphasize that the vanilla

scarlet modeling and nonparametric measurements are not
designed to measure the structural properties of the galaxies.
They are used only as a diagnostic tool to remove false
positives. We perform more detailed modeling in Section 3.3 to
measure galaxy properties for science.

Many other works have used machine-learning (ML)
algorithms to classify LSBG candidates and exclude spurious
detection. Among others, Tanoglidis et al. (2021) take the
output catalog from SourceExtractor and use the Support
Vector Machine algorithm to classify objects in their initial
sample and reduce the number of objects that are visually
inspected. Zaritsky et al. (2019, 2021, 2022) use convolutional
neural networks to classify LSBGs into binary classes based on
candidate images. These endeavors certainly help reduce the
human labor of visually inspecting tens of thousands of objects.
However, our measurement-based method is more intuitive,
reproducible, and transferable compared with many ML
methods. We will explore machine-learning methods and
compare them with our deblending cuts in future work. Future
work will also utilize information about Milky Way dust to
exclude spurious detection of Galactic cirrus (e.g., Zaritsky
et al. 2021, 2022).

3.3. Modeling

Although the vanilla scarlet modeling provides useful
information to help us remove false positives, it does not
necessarily give us reliable estimations of galaxy size, color,

total magnitude, etc. In fact, the vanilla scarlet model
systematically underestimates the size and total flux of LSB
objects. This is because nonparametric modeling cannot
capture the faint outskirts of LSBGs very well. When doing
parametric modeling such as Sérsic fitting, we effectively apply
radial averaging within elliptical annuli and boost the signal-to-
noise ratio by binning pixels. In this case, pixels within the
same isophotal annulus are assumed to have the same intensity
and thus are strongly correlated. However, the nonparametric
nature of vanilla scarlet only assumes monotonicity, which
imposes quite weak correlations among pixels. Consequently, it
is hard for nonparametric modeling to probe very LSB features.
Furthermore, the monotonicity constraint stops the model from
growing in certain directions if there is another source along
this direction.24 As a result, the nonparametric model often
does not capture the very LSB outskirts of LSBG, thus biasing
the measurements. In the following, we explore a novel method
to perform robust parametric modeling and measurement for
LSBGs.
A traditional way of doing parametric modeling is to mask

out contaminants based on the detection segmentation map and
fit a model to the masked image. However, such fitting results
are very sensitive to the masking scheme and sky background
(e.g., Greco et al. 2018). A possible solution to this problem is
to simultaneously model all the objects in the cutout and the
sky using parametric models (e.g., Lang et al. 2016; Dey et al.
2019; Liu et al. 2022). In this work, we combine the advantage
of parametric modeling with the power of deblending in
scarlet. To be specific, we follow the spirit of deblending as
described in Section 3.2, but replace the nonparametric model
for the target galaxy with a parametric model. In this way, the
LSB outskirts of LSBGs can be better captured with the
parametric model, and the impact of contaminants is minimized
because they are modeled simultaneously in all bands with
nonparametric models. The parametric model for the target
object can also extend to the whole scene without artificially
truncating if it encounters a neighboring object.
In this work, we use the Spergel surface brightness profile

(Spergel 2010) to model the LSBGs (see Appendix C for
details). The Spergel profile is motivated by having a simple
analytical expression in Fourier space, making it easy to
convolve with a PSF. Similar to the Sérsic index, the parameter
ν in Equation (C1) (the “Spergel index”) controls the
concentration of the light profile. As shown in Appendix C,
the Spergel profile approximates the Sérsic profile very well
over the range of Sérsic indices that are relevant to the study of
LSBGs.
While other objects are initialized in the same way as in the

deblending step (Section 3.2), we initialize the Spergel model
for the target object differently. First, we initialize a vanilla
scarlet model for the target object, and we measure the
effective radius re, total flux, and shape of the scarlet model.
The size of the bounding box is also updated to be the
maximum between 250 pixels and 10 re. For the target, we still
require a positivity constraint, and the monotonicity is
automatically satisfied by the Spergel profile. After optim-
ization, we take the r0 in Equation (C1) as the circularized half-
light radius re and take L0 as the total flux. The average surface
brightness Neff is calculated in the same way as in Equation (1).
The Spergel modeling results are used for studying the

Figure 2. Distribution of scarlet morphological measurements for the
LSBG candidates from our initial sample. The sample after the color–size–
surface brightness cuts is shown in the top panels. We further remove false
positives (junk; highlighted in red) by selecting their morphological
parameters (dashed boxes). Morphology cuts (bottom panels) remove another
82% of junk. In total, 98% of false positives are removed in the
deblending step.

24 This issue can be seen in the third column of Figure 1 where the model of
the target object never exceeds the other objects next to it.
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Ultimately, we are very incomplete below ~4” or so 
in HSC searches using our standard methods, 
because swamped by compact blends

Li+ 2023a



Figure 2.12: Size-luminosity relation for LSBGs in our sample for which we have
distance information. Stars show LSBGs with archival spectroscopic redshifts, and
large triangles show LSBGs that are projected in close proximity to the NGC 5846
group (see Figure 2.11), which is at a distance of 26.1 Mpc (we assume this distance
for these LSBGs). We also show the family of early-type galaxies (Brodie et al., 2011),
giant LSB spiral galaxies (Sprayberry et al., 1995), UDGs from van Dokkum et al. 2015
(vD+15) and Román & Trujillo 2017a (RT167a), and H i-bearing UDGs (Leisman
et al., 2017). The color bar shows the g-band central surface brightness for LSBGs in
our sample and UDGs. The y-axis shows the logarithm of the circularized e↵ective
radius rcirc = (1 � ✏)1/2 re↵ . Lines of constant mean surface brightness are shown as
dashed black lines.

The 6 LSBGs with previous redshift measurements (stars in Figure 2.12) span a

wide range in size-luminosity parameter space—from small UDGs with rcirc = 1.3 kpc

(re↵ = 1.6 kpc) and MV = �14 to giant LSB spirals with rcirc = 6.1 kpc (re↵ = 6.7 kpc)

and MV = �19. The largest/brightest of these objects occupy the region of parameter

space that falls between UDGs and giant ellipticals, similar to the lower luminosity

end of previously known giant LSB spiral galaxies. As indicated by the color bar in

Figure 2.12, these large sources are among the higher surface brightness objects in our

sample (see Figure 2.6).
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LSB galaxies — fainter 
than some SB limit

UDGs — SB limit 
AND a physical 
size requirement
van Dokkum+2015, 
Danieli+2019, 2020, 
Shen talk 

Also Tanoglides+2021 (DES)
SMUDGES (DECaLS; Zaritsky+); SEAMLESS (Jones+)
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Figure 3. Cross-correlation between LSB galaxies and the NSA catalog taken in five redshift bins (as indicated), measured
separately for red (g � i � 0.8), blue (g � i < 0.5), and green (0.5  g � i < 0.8) galaxies. We see a clear clustering signal at
z < 0.03 in all galaxy color ranges. The clustering strength rapidly drops thereafter for the green and then the blue sample.
There is an additional peak at z ⇠ 0.1, particularly for the red sample. We also show the cross-correlation for red galaxies after
removing LSB galaxies that are close to clusters in projection (§4.3).

Greene+2023

8

0.00 0.05 0.10 0.15

z

0

10

20

30

dN
/d

z

g � i > 0.8

Figure 4. Our inferred redshift distribution for the full sample including all (left), red (middle), and blue (right) galaxies. We
compare the results for three di↵erent binning prescriptions (in both velocity and spatial binning), using �z = 0.02, 0.03 and
inner bin 250, 350 kpc. Following Equation 2, we calculate the average clustering signal in each redshift bin. In the case of the
red galaxies, the overall redshift distribution is stable to di↵erent binning decisions, but this is not the case for the blue galaxies,
where the peak distance moves around under di↵erent binning prescriptions. In practice, our primary conclusions do not change
if we carry through the di↵erent redshift distributions however.

et al. (2003), then the lower end of the distribution is499

µe↵,B ⇡ 23 mag arcsec�2. Such a relatively low sur-500

face brightness spiral would be scattered into our sample501

through surface brightness dimming at z > 0.35. At the502

same time, as the 4000Å break moves into the r�band,503

the color will redden. This possibility is somewhat sup-504

ported by the cross-correlation signal between the green505

galaxies and the SDSS DR12 LSS catalog, where we do506

see hints of a signal in the z = 0.32 � 0.34 bins, perhaps507

indicating that there is a population of higher-redshift508

LSB spirals that has crept into our sample.509

We attempt to construct a cleaner sample, in which510

we visually flag likely contaminants (see Appendix B511

for examples). These include both galaxies that appear512

bulge-dominated and a handful of objects that are likely513

to be tidal debris (Greco et al. 2018a). We find no di↵er-514

ence in the cross-correlation signal for the sample with515

likely contaminants masked.516

A final possibility is that the green galaxies are phys-517

ically distinct from the red and blue ones. They may518

be more likely to be “back-splash” galaxies (Benavides519

et al. 2021), that have tidally interacted with a more520

massive galaxy but are not technically within its virial521

radius, or even perhaps beyond the ⇠ 1 Mpc scales that522

dominate our clustering signal. Larger samples will be523

needed to determine the nature of these green galaxies,524

and we will focus more strongly on the red and blue525

subsets for the remainder of the paper.526

We also confirm the clustering results using the SDSS527

DR12 Large Scale Structure sample, that contains a de-528

tailed spatial mask. Since the area of overlap is smaller529

by ⇠ 25%, we only use these as a sanity check, but they530

do confirm the trends presented here (see Appendix B531

for details.)532

3.3. The redshift distribution533

We now infer the redshift distribution directly from534

the average clustering strength in each bin as dN/dz /535

w̄tr. To calculate w̄tr, we use Eq. 2, and as our matched536

filter we take W (✓) / ✓
�0.8, since this is often a good537

fit to galaxy correlation functions (e.g., Peebles 1974;538

Zehavi et al. 2005). In Figure 4, we plot the average539

cross-correlation signal for the full, red, and blue sam-540

ples, normalized such that
R

dz(dN/dz) = 1.541

The redshift distribution peaks at z < 0.02 (D =542

100 Mpc). For the red galaxies, we find that ⇠ 30% of543

the galaxies have z < 0.02, ⇠ 20% have 0.02 < z < 0.05,544

and ⇠ 40% have z > 0.05, with nominal uncertainties of545

⇠ 15%. The redshift distribution appears flatter for the546

blue galaxies, with 20-40% of the sample falling in each547

of these three redshift bins. Within errors, the two in-548

ferred distributions are consistent with each other. The549

NSA does not extend beyond z = 0.15, but in Appendix550

C we show that there is minimal correlation signal be-551

yond z ⇠ 0.15, and thus by happenstance the NSA does552

provide optimal distance coverage for our purposes.553

Galaxies within D < 100 Mpc are typically “normal”554

⇠ 107
M� galaxies, in the sense that their size is similar555

to known galaxies in this mass range (e.g., Carlsten et al.556

2021, C21 hereafter), whose intrinsically low surface557

brightnesses place them within our selection. Galaxies558

at larger distance, in contrast, are typically more mas-559

sive and are outliers from the median mass-size relation.560

Ultra-di↵use galaxies, as defined by van Dokkum et al.561

(2015a) populate the higher-redshift tail of our distribu-562

tion.563

The sample of independently measured redshifts re-564

mains quite small at present, particularly at the lower565

surface brightness end of our sample. However, we566
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Figure 5. Inferred distribution in stellar mass and size given the redshift distributions from the cross-correlation, based on
dz = 0.03 and three spatial bins. To show that the precise redshift binning does not strongly impact our results, in dot-dash,
we show the di↵erence in the inferred distributions for the blue galaxies if we use instead the redshift distributions based
on dz = 0.02 bins. On the top row we show the inferred observed distributions. On the bottom row, we show the volume
and completeness-weighted distributions. On the bottom left, we compare with the stellar mass function inferred for an H I

selected sample of UDGs (Leisman et al. 2017; Jones et al. 2018). On the bottom right, we compare with the slope fitted to a
complementary LSB sample selected by Prole et al. (2021) from HSC.

First, we compare to the galaxy mass function from669

Baldry et al. (2012) (see also Wright et al. 2017). We670

see that at M⇤ ⇠ 107
M�, our selection finds the same671

number density of galaxies as are inferred to be in the672

field. However, as we go to higher mass, our surface673

brightness selection increasingly selects rarer subsets of674

galaxies. We also compare to the mass function from675

Jones et al. (2018) for H I selected UDGs from Leisman676

et al. (2017). We find reasonable agreement with their677

mass function above M⇤ ⇡ 108
M�, which is rather re-678

markable given the di↵erences in how the stellar masses679

are calculated. In any case, we come to a similar con-680

clusion to Jones et al. in that the LSB galaxies make up681

a small fraction of the galaxy population at this mass.682

The LSB size distribution is well-described by a683

power-law. Fitting only for galaxies with re↵ > 1 kpc,684

we fit a slope of ↵ = �3.3 ± 0.6 for N / r
↵
e , consistent685

with the slope measured by Prole (2021) (�3.5±0.3) to686

their own HSC-selected LSB sample (Prole et al. 2021).687

A similar slope was reported from the cluster sample of688

van der Burg et al. (2017), and Amorisco & Loeb (2016)689

predict a similar slope if UDGs form in halos with the690

highest spin. It is worth noting that our slope is sen-691

sitive to the exact size range that we fit over, and in692

particular the slope is shallower at smaller size.693

We then combine the mass and size constraints in Fig-694

ure 6. Completeness corrections and volume weights695

are applied. First of all, we see that the slope of the696

mass-size distribution for this sample of LSB galaxies697

appears to be steeper than the measured slope from C21698

or Lange et al. (2015). This slope is not an attribute of699

the sample, but rather a direct artifact of our surface700

Integrate to get 
dN/dz
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Figure 1. Schematic illustrating the methodology for selecting and characterising a low-mass sample from a photometric survey using a
spectroscopic calibration sample and a machine learning technique. The low-mass sample serves as the ‘lenses’ for the GGL measurements.

Table 1. Summary of the four main galaxy samples used and produced in this work.

Sample name Data description

Spectroscopic calibration sample Compiled by the SAGA team, this sample supplies the spectroscopic redshifts and stellar
masses used to characterise the candidate low-mass sample in the SOM.

Candidate low-mass sample Selected from the DES DR2 photometry with criteria informed by the spectroscopic
calibration sample.

Low-mass samples: LOW, MID, HIGH Subsets of the candidate low-mass sample selected using the SOM by their M⇤, to be
used as the GGL lens samples.

Source sample Background lensing photometry from DES Y3.

2 DATA

We present a novel methodology to extract a large photomet-
ric low-mass sample of galaxies with well-understood prop-
erty distributions using a relatively small spectroscopic cali-
bration sample of confirmed low-mass galaxies. This scheme
is illustrated in Figure 1. First, a candidate low-mass sam-
ple is created by applying a set of photometric selection cri-
teria based upon the spectroscopic calibration sample. This
candidate low-mass sample is used to ‘train’ a SOM, thereby
sorting the photometric galaxies into ‘cells’ according to their
observed properties. The spectroscopic calibration sample is
also sorted into the same SOM, thus characterising each cell
with a stellar mass and redshift. SOM cells are selected ac-
cording to their average stellar mass, allowing us to build low-
mass samples with calibrated stellar mass probability distri-
butions. Finally, a background source galaxy sample is used
to measure the weak lensing profiles of the low-mass samples.
In Table 1, we specify each of the samples used or built in
this analysis.

2.1 Spectroscopic calibration sample from the
SAGA Survey

To inform the low-mass lens selection we require a spectro-
scopic calibration sample that is composed of primarily low-
redshift, low-mass galaxies, with basic photometric proper-
ties (g- and r-band magnitudes and r-band e↵ective surface
brightness) as well as spectroscopic redshifts and estimated
stellar masses. In order to include galaxies that have masses
of 107 to 109M�, we construct this sample using data from

the Satellites Around Galactic Analogs Survey (SAGA; Geha
et al. 2017; Mao et al. 2021); in this mass regime, SAGA in-
cludes a significant fraction of existing redshifts in the pre-
DESI era.

While the SAGA Survey’s primary goal is to characterise
the population of satellite galaxies around 100 nearby (z <
0.015) Milky Way analogues, the SAGA Survey team has
collected a large number of spectra for galaxies that are in
the SAGA Survey footprint but with magnitudes extending
to ro = 20.7, fainter than the limits that most existing large
spectroscopic surveys have reached. The majority of these
spectra do not belong to satellite galaxies in z < 0.015 Milky
Way systems, but to galaxies that are slightly further away,
yet still have low redshift (z < 0.2; Mao et al. 2021).

To construct our spectroscopic calibration sample, we
choose a subset of the galaxy spectra from the SAGA Survey.
This subset of galaxies is in a specific region of the photomet-
ric space that low-redshift (z < 0.2) galaxies preferentially oc-
cupy, defined as the Primary Targeting Region in Mao et al.
(2021). This region is defined by:

(g�r)o��gr+0.06(ro�14)< 0.9, (1)

µro,e↵+�µ�0.7(ro�14)> 18.5, (2)

where

µro,e↵ = ro+2.5log10(2⇡R
2
ro,e↵). (3)

In the above equations, g and r are the g- and r-band mag-
nitudes, and Rro,e↵ is the full width at half maximum radius
in the r band. The 1� error on a quantity a is quoted as �a,

MNRAS 000, 000–000 (2023)

SAGA background 
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Figure 7. Model fits to the excess surface mass density measurements, �⌃(R), in each of the LOW, MID and HIGH mass samples, from
left to right panels. The median simulation-based profile is indicated as the solid line in purple, pink, and orange respectively, with the
16th to 84th percentile bounds shaded around it. The dotted lines indicate the best-fitting NFW model to the inner parts of the profiles.
The filled bars along the bottom of each panel indicate the region of data constrained by the simulation-based model (coloured fill), and
the NFW model (hatched fill). This comparison is discussed in Appendix C2. The teal dashed lines indicate the median profiles from the
jointly constrained SHMR using all three mass bins.

9 10 11 12 13
Mhalo [M�]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

f
(M

h
a
lo
)

LOW

MID

HIGH

7 8 9 10 11
M�[M�]

9.5

10.0

10.5

11.0

11.5

12.0

12.5

13.0

M
h
a
lo
[M

�
]

LOW

MID

HIGH

Joint

LOW Median

MID Median

HIGH Median

LOW Mean

MID Mean

HIGH Mean

Figure 8. Left: The halo mass distributions, f(Mhalo) derived from the simulation-based model fits to the measurements of the LOW
(purple), MID (pink), and HIGH (orange) mass samples. The bands show the 16th and 84th percentile of the halo mass distribution,
obtained by populating haloes in SMDPL with stellar masses using the posteriors of the SHMR parameters and drawing observed stellar
mass distributions. The dashed teal lines correspond to the distributions drawn from the joint fits, with peak orders following LOW, MID,
and HIGH. Right: Constraints on the relation between the mean halo mass, Mhalo, for a given stellar mass, M⇤. The bands show the 16th

and 84th percentile of the mean relation obtained by sampling the posteriors of the SHMR parameters. Note that the mean halo mass
given a stellar mass is given by the SHMR convolved with the halo mass function, as explained in Section 5. The shaded bands correspond
to individual fits to the three stellar mass bins, and the region interior to the dashed lines correspond to joint fits for the three bins. The
solid lines correspond to the median of the posteriors in each case.

5.2 Halo mass estimates

We fit the lensing measurements, �⌃(R), of each of the
LOW, MID, and HIGH mass bins separately by varying the
parameters of the SHMR and the satellite fraction. The me-
dian �⌃(R) profile obtained from each fit is shown in Fig-
ure 7 for each mass bin as a solid line in purple, pink, and
orange, respectively. The shaded bands indicate the 1� pro-

files obtained by sampling from the posterior distribution of
the parameters. We find good fits to the data, with reduced
chi-squared, �2

⌫ , quoted for the median fits in Table 3.

To best constrain the model parameters, we also perform
a joint fit to all three mass bins simultaneously. We use the
same SHMR parameters for the three bins, but let the satel-
lite fractions vary independently. The posteriors for the indi-

MNRAS 000, 000–000 (2023)

Thornton, Amon+2023



~850 sq. deg with Subaru HSC-SSP Survey 
5 broad-band (grizy) + 2 medium-band (N708 and N540) 

~100,000 dwarf galaxies at 0.05 < z < 0.1

Mass-complete to 108 solar masses for star-forming 
dwarfs

ADDING MEDIUM BANDS: THE MERIAN SURVEY

WE ARE COMBINING DECAM + HSC

 DANIELI ET AL. 2024
WITH LUO, KADO-FONG, PAN, GREENE, 

LI-JIAXUAN, LI-TING, MINTZ, LEATHAUD 

 MINTZ+2024
  HIGH SSFR GALAXIES ARE

COMPACT



Massively Multiplexed Spectroscopy

surface brightness cuts, and a further 10 are outside of both the
color and surface brightness cuts. The color–surface brightness
distribution of objects can be seen in Figure 9. The vast
majority of these objects are at z> 0.02 (66 out of 71).

We further investigate the 30 objects that fall outside of our
z< 0.03–complete color cuts. These objects are of particular
interest as we want a complete sample of quenched objects in
order to further understand dwarf galaxy formation as a function
of environment with the LOW-Z sample. Of these objects, 28/
30 are at z> 0.02, and all of them are at z> 0.01. Four of these
objects are blended objects with incorrect photometry. Most of the
remaining are in extremely high-density environments (13/30 are
members of the Coma Cluster), where we expect to find the
reddest and most compact low-mass objects.

Removing all objects in Coma and with obvious photometric
errors, we are left with only 13 objects. While these objects
represent an interesting sample for further follow-up, they do
not indicate a significant population of isolated quenched
objects outside of our z< 0.03–complete color cuts.

As stated above, this analysis is limited by the sample of
redshifts available in DESI, which is dominated by objects
selected by the LOW-Z program. Since LOW-Z is pushing the
forefront for faint low-redshift surveys, accurate characteriza-
tion of its completeness is difficult given the lack of available
data with which to compare; externally validating our redshift
completeness will remain an active area of research for the
program going forward. We are also limited by catalog-level
incompleteness in the Legacy Imaging Survey DR9 catalogs
used to select DESI targets, especially for the lowest surface
brightness objects. We anticipate that these biases will be better
characterized by current (e.g., Aihara et al. 2018; Danieli et al.
2020; Carlsten et al. 2022) and future low surface brightness
galaxy surveys (e.g., Spergel et al. 2015; Ivezić et al. 2019;
Borlaff et al. 2022), and partially ameliorated by more
advanced techniques for constructing and cleaning photometric
catalogs (e.g., Walmsley et al. 2019; Greco et al. 2021;
Tanoglidis et al. 2021; Di Teodoro et al. 2023).
In addition to incompleteness in our target selection, an

additional source of incompleteness comes from observed
sources for which we are unable to accurately determine a
redshift. We discuss redshift failure rates further in the
following section. However, since we do not see evidence for
a population of galaxies we are missing with our current
z< 0.03–complete photometric cuts, we do not propose an
update to the photometric selection for DESI Y2 (Section 6.2).

4.6. Redshift Success Rate

Since our sample extends to fainter r-band apparent
magnitudes than the BGS sample, we are interested in the
redshift success rates for these objects. This has important
implications both for understanding the power of the DESI
instrument as well as understanding the completeness of the
observed LOW-Z sample. We define a successful redshift as a
redshift with ZWARN= 0 and Δχ2> 30, indicating no warning
flags raised and a high level of redshift confidence (Δχ2 is the
difference in χ2 for the two best-fitting models). Redshift
failure as a function of r, g− r, μr,eff, and rfib is shown in
Figure 10. We separate out bright and dark-time observations
to show the dependence of the failure rate on observing
conditions. However, we do not separate between observations
taken in Y1 and the One-Percent Survey. Despite the
differences in survey strategy and longer exposure times for
the One-Percent data, we do not find a significant difference in
the redshift failure rates as a function of any of the variables we

Figure 2. Left: redshift distribution for all objects in the LOW-Z sample. The color represents which LOW-Z tier the objects come from. The redshift limits (0.001,
0.3) include 95% of the full sample, with a small tail to higher redshifts. Center: redshift distribution for all objects between 0.001 < z < 0.03. This redshift range is
dominated by the Tier 1 objects selected by the CNN. Right: redshift distribution for all of the dark-time objects in the LOW-Z sample. The color represents which
LOW-Z tier the objects come from. The redshift limits (0.001, 0.3) include 90% of the full dark-time sample, with a small tail to higher redshifts.

Figure 3. Distribution of apparent r-band magnitude vs. redshift for the
z < 0.03 galaxies from the LOW-Z (blue) and BGS (red) samples; objects
belonging to both samples (overlap) are plotted in dark gray. The light gray
dashed line marks the curve where Mr = −15. The histograms show the
marginal distributions.
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We use the TYPE flag to identify galaxies as all objects
whose TYPE≠ PSF and remove duplicated Gaia entries using
TYPE≠ DUP. We use FLUX and MW_TRANSMISSION to
calculate dereddened magnitudes. We use SHAPE_R as our
effective photometric radius, Rr,eff. For bands in grz we
additionally define SIGMA_GOOD for the purpose of imple-
menting quality cuts. Unless explicitly defined below, these
quantities come directly from the DR9 catalog38 and the
definitions can be found in the relevant citations above.

_ _ , if 100;
0, otherwise.

⎧⎨⎩� q �SIGMA GOOD FLUX FLUX IVAR RCHISQ

While the DR9 photometric catalog is generally very clean,
it still contains some spurious objects, including shredded
sources, false-positive detections, and sources with highly
overestimated magnitudes. We apply a set of quality cuts to
remove the majority of these spurious objects from our targets.
Specifically, we only include objects that satisfy all of the

following criteria:

_ 5.0 any two bands ;
0.35 any two bands ;

2.0 any two bands ;
_ 30 or 0.85 any two bands ;

0.1.

( )
( )

( )
( )

.
-

-
. -

� � �

SIGMA GOOD
FRACFLUX
RCHISQ
SIGMA GOOD RCHISQ
g r

These criteria were first developed for the SAGA Survey (Mao
et al. 2021), and later adopted for cleaning the LOW-Z sample.
The criteria on SIGMA_GOOD aim to remove false-positive
detections, those on FRACFLUX aim to remove shredded sources
from a brighter companion, those on RCHISQ aim to remove
sources with very inaccurate model fits, and finally, those on g− r
aim to remove sources with very different fits in g and r bands. We
visually inspect the resulting targets to set the thresholds in these
criteria so that they remove the majority of these spurious objects
without impacting our target selection completeness.
We exclude objects that are within 1.5 times the radius of an

object in the Siena Galaxy Atlas (SGA) catalog (Moustakas et al.
2023) or within 4 times the half-light radius of any
non-SGA objects in DR9 catalogs brighter than r= 16. Galactic

Figure 1. (Upper panel) A flowchart showing how targets are selected and observed in the DESI LOW-Z Survey. The chart references sections in the text (§) where
each process is described in more detail. (Lower left panel) The photometric cuts for each LOW-Z tier are illustrated graphically using a color–surface brightness
schematic diagram. (Lower center panel) A table indicates overlap with BGS and targeting catalog surface density for each LOW-Z tier (see also Table 1). Tier 3
comprises two components, Tier 3A and Tier 3B, which have the same DESI fiber allocation priority (see Section 3.3 for a description of the LOW-Z tiers). (Lower
right panel) For Tiers 1–3, we display Legacy Survey DR9 grz-band 72 72´ q ´ image cutouts for three random non-BGS galaxy targets.

38 https://www.legacysurvey.org/dr9/catalogs/
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Figure 1: The combined wide field of view and sensitivity limits of the Roman Space Telescope will enable
the discovery of a statistical sample of dwarf galaxies with stellar mass less than 108M� by the combined
techniques of resolved star and surface brightness fluctuation methods. This figure shows simulated galaxies
over the range of stellar mass and distances considered in this proposal.

and Milky Way analogs throughout the Local Volume (Danieli et al. 2022). These mea-
surements imply that the galaxy formation cuto↵ must occur at Mhalo < 3 ⇥ 108 M�, which
already sets powerful limits on dark matter models that suppress the number of expected
dwarf galaxies: warm dark matter, models with dark matter–baryon interactions, ultralight
dark matter, and dark matter with late-time decays (Nadler et al. 2021a; Newton et al. 2021;
Dekker et al. 2022; Mau et al. 2022). Current dark matter constraints are limited by
the relatively small number of known faint dwarfs, and thus Roman discoveries
of ultra-faint dwarfs (M? = 103–105 M�) will immediately improve dark matter
constraints. Furthermore, Roman will significantly increase our census of classical
dwarf galaxies (M? = 105–109 M�), which will substantively reduce theoretical un-
certainties in the modelled stellar mass–halo mass relation to strengthen derived
dark matter constraints.

The Role of Roman. The Community Surveys, and in particular the High Latitude
Wide Area Survey (HLS), will be extremely powerful for dwarf discovery (§1.4). However,
HLS alone may not allow Roman to reach its full potential as a dwarf galaxy discovery
machine. We thus propose a full search of depth and area trade space that builds upon
the power of HLS. This optimization requires a few key components. First, we require
a theoretical framework in which to evaluate the constraining power of dwarf galaxy
samples as a function of their mass and sample size (§1.3). Second, we require groundwork to
optimize detection and distance measurements of dwarfs, jointly leveraging Roman
and other ground-based surveys including LSST (§1.4). Third, a deeper survey of local
hosts would yield large dwarf samples at the very limit of galaxy evolution (M? ⇡ 103 M�;
§1.5), and maximally leverage the more massive dwarfs discovered in HLS.
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And out to Cosmic Noon with JWST

TWO DISTINCT CLASSES OF QUIESCENT GALAXIES 7

Figure 3. Center top and middle: The quiescent galaxy size-mass relation changes significantly at low masses. Quiescent size-mass relations in
both JWST/NIRCam F150W (top) and F444W (middle) are shown with blue triangles, purple squares, and red circles indicating the individual
sizes of 30 < t50 < 100, 100 < t50 < 500, and t50 > 500 Myr quiescent galaxies, respectively. Light gray error bars indicate the 1� uncertainty
on size and mass for galaxies in the sample. Solid gray contours and thick black lines indicate the 1 < z < 3 HST/WFC3 F160W sizes of
galaxies from COSMOS-DASH (Cutler et al. 2022), while cyan lines represent the 1.5 < z < 2.0 quiescent size-mass relation from Nedkova
et al. (2021). Open pentagons show the median size-mass of local dwarf satellites from Carlsten et al. (2021). Thin black dotted lines show the
F160W HWHM and black shading shows the F444W HWHM at z = 2. The 50% mass-completeness detection limits of the combined PRIMER
and UNCOVER sample for t50 > 100 and > 500 Myr quiescent galaxies is indicated with dark and light brown shading, respectively. Marginal
histograms show the 1D distributions of galaxy mass and size. Center bottom: The ratio of F444W to F150W sizes and exhibits comparable
trends to the Suess et al. (2022a) color gradients (thin black line). Left and Right: F444W-F277W-F150W color images for example low-mass
(left) and massive (right) galaxies in our sample highlight the morphological differences between these mass regimes. Galaxies are ordered from
top-left to bottom-right by increasing F150W size (in kpc) and the boundaries of the cutouts are highlighted in blue, purple, or red according to
the median stellar age of the galaxy (as in Figure 2).
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2.2 Sample

In this paper, we are interested in low-mass galaxies with M < 109M� around Cosmic
Noon, when most of the stars in the Universe were formed. We calculate the observed
wavelengths of spectral lines from rest-frame wavelengths as a function of redshift, since we
want to be able to observe the H↵, H�, and [OIII] lines in the prism spectra of the galaxies
if they are present.

�obs = �rest(z + 1) (1)

Then we plot the observed wavelengths of the spectral lines of H↵, Ly↵, Pa�, Pa↵,
H�, and [OIII] over redshift (z) (Figure 2). From the conclusions of this plot and from the
catalogue of galaxies for which we have the spectra, we targeted those with redshift ranging
from z = 0.5 to z = 2 and with masses below 109M� (Figure 3). For example, Figure 1
shows the spectra of Galaxy 17089, where the lines of [OIII](� ⇡ 0.5µm), H↵(� ⇡ 0.65µm),
and Pa-↵(� ⇡ 1.875µm) are present.

The sample consists of 106 galaxies, with the lowest mass being approximately 105.93M�,
and the highest mass being approximately 108.94M�.

Figure 1: Example spectra of a galaxy (MSA ID 17089) from our sample.
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(a) Galaxy 2438

(b) Galaxy 38987

(c) Galaxy 46310

Figure 4: Diagnostic spectral plots of galaxies with strong Balmer breaks, labeled on the top
spectra of each pairing. The H↵ lines, also labeled, indicate that these galaxies lie on the
star-forming main sequence.
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With the lensing boost in the Abell 2744 lensing field, we can easily detect red galaxies at z~2 down 
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Table 2
Dwarf Galaxies Targeted by PFS

Galaxy Distance [kpc] rtidal [0] M⇤ [106 M�] h[Fe/H]i [dex] age Nliterature Npointings NPFS

Boötes I 66 33 0.034 �2.6 ancient 118 4 2000
Draco 76 42 0.32 �1.9 ancient 269 4 7400
Ursa Minor 76 51 0.54 �2.1 ancient 190 8 3000
Sextans 86 83 0.70 �1.7 ancient 441 15 6500
Sculptor 86 77 3.9 �1.9 ancient 1497 8 6900
Fornax 147 71 24 �1.0 moderate 2603 8 14000
NGC 6822 460 · · · 83 �1.0 young 299 1 1000

Figure 8. For each target dSph, PFS will provide large samples with very wide-area coverage, precise velocities, elemental abundance measurements and excellent
membership probabilities, allowing us to undertake several new chemo-dynamical analyses. (a) MCMC posteriors on the inner profile slope (�) and velocity
anisotropy (�) from the Jeans analysis using only the 2nd velocity moment (orange) and both the 2nd and 4th velocity moments, i.e., including non-Gaussianity
(cyan). The non-Gaussian model breaks the degeneracy between � and � and better reproduces the input values (� = 1, � = 0) (Wardana et al. 2024). (b) DM
density profiles derived by non-spherical, 2nd-velocity-moment Jeans analysis. The underlying, Draco-like model is shown as a dashed line. The shaded curves
correspond to the recovered density profiles using “Current” (N = 500) and “PFS forecast” (N = 5, 000) samples, as shown in the inset. The ellipses correspond to
the half-light and tidal radii. The extensive PFS sample size and spatial coverage will uniquely and accurately recover the density profile. (c) [↵/Fe] vs. [Fe/H] for
currently available spectroscopic data in a dSph (red, Kirby et al. 2011) and those anticipated from PFS (black) based on a cosmological simulation (Hirai et al.
2022) with bursts that could a↵ect the DM profile. The clumping of the black points illustrate the e↵ect of repeated starbursts (inset). Such clumping will only be
revealed with PFS’s large sample.

(v) synergy with Subaru/HSC broad-band and narrow-band
pre-imaging.

The current, limited inferences for the inner density slopes,
�DM, in several dSphs are in tension even with the cored pro-
files predicted by hydrodynamical simulations that include
baryonic feedback (Figure 7). Extremely low-luminosity galax-
ies, such as Boötes I, seem to have shallow slopes despite the
comparative lack of baryons that could erode a cusp. More
luminous gas-poor dSphs, such as Sculptor, seem to indicate
slopes even shallower than the hydrodynamical simulations.
This might hint that DM is not the usually adopted weakly
interactive massive particle, but rather DM is fuzzy (FDM) or
self-interacting (SIDM), which would induce a central core
(Hui et al. 2017; Spergel & Steinhardt 2000; Chan et al. 2022).
Alternatively, these results could merely reflect the limitations
of the extant data or shortcomings in our understanding and
modeling of baryonic feedback.

We will quantify the density distributions of our sample of
dSphs using several independent techniques. First, Walker &
Peñarrubia (2011, WP11) successfully used separate chemody-
namical populations to quantify �DM in Fornax and Sculptor.

The WP11 technique infers the inner density slope without any
reliance or sensitivity to a choice of DM model, and it is not
very sensitive to the velocity anisotropy. It requires that the
galaxy has multiple stellar populations that have distinct sizes
(half-light radii), kinematics (inner velocity dispersions), and
chemistry (e.g., metallicity). The ability to identify multiple
chemodynamical populations and to measure their velocity
dispersion profiles requires thousands of stars with velocity
precision better than 3 km s�1 and abundance precision better
than 0.2 dex. PFS will meet these criteria in two crucial ways
that improve on the existing implementations of the WP11
technique: (i) PFS will observe not just the inner regions of
dSphs but also stars out to (and generally beyond) the nominal
tidal edge, giving the best opportunity to identify and quantify
multiple populations. (ii) PFS’s ability to measure detailed
elemental abundances will allow us to determine the existence
of multiple chemical populations not just in metallicity but
also in the space of [↵/Fe] vs. [Fe/H].

The WP11 technique is powerful, but limited to estima-
tions of enclosed mass at each sub-population’s half-light ra-
dius. Therefore, we will also infer density profiles by directly

PFS will revolutionize studies of 
LG dwarf kinematics, and facilitate large 
redshift surveys to faint limits

Roman22 Wide Field Science Team Dark Matter with the Smallest Galaxies
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Figure 3: Estimated detection limits (top panel) and numbers of dwarf galaxies (bottom panel) for Roman
using resolved stars (purple), integrated light (orange; §1.4.1), and a notional deep pointing survey around
three nearby host systems (green; 32 sq. deg., see §1.5). An old, low metallicity simple stellar population is
assumed for the estimates. A galaxy with resolved stars is considered detectable if its 20th-brightest star is
5� above noise. For a given distance, the confusion e↵ect (purple dashed line) is more prominent for more
massive galaxies; we need to detect them with their integrated light (blue dotted–dashed line) and measure
distances using surface brightness fluctuation (orange line with squares). The gray box in the middle of the
top panel shows the regime where the synergy between resolved stars and integrated light methods could be
useful. The expected number of dwarfs is estimated with the assumption of the GAMA galaxy stellar mass
function (Driver et al. 2022). In the ultra-faint regime, the expected contribution from satellite systems
around the three local volume hosts is included. Also shown for reference are the observed number of dwarf
galaxies in the Milky Way (gray), Local Volume (pink, ELVES), and SAGA Survey systems (yellow; limited
to 100 Mpc).
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A possible RST+LSST dwarf survey ments accurate to ⇠ 3 km s�1 in each dimension for a sample of ⇠ 300 stars is the minimum
necessary to reliably recover the gravitational potential (e.g., Strigari et al., 2007). Proper motions
of faint dwarf galaxy stars at the required accuracy can only be measured with laser guide star
AO imaging. Here the AO field of view is critical, because the surface density of member stars
at the relevant magnitudes is < 0.1 arcsec�2, requiring large fields to obtain the sample needed
to determine the tangential velocity dispersion. A velocity uncertainty of 3 km s�1 translates to
a proper motion uncertainty of 6.3 (100 kpc/d) µas yr�1, or 7.9 (21.0) µas yr�1 at a distance of
80 (30) kpc. With the anticipated ⇠ 15 µas astrometric error floor of a 30 m telescope (Wright
et al., 2016), these proper motions could be measured over a time baseline of a few years.

Radial velocities for dwarf galaxy member stars can be obtained with multi-object spectro-
graphs on large (> 6 m) telescopes. Velocity measurements for faint stars have been demonstrated
at the 1.5 km s�1 level at R = 6000 (Keck/DEIMOS; Kirby et al., 2015) and the 1.0 km s�1 level at
R = 12000 (Magellan/IMACS; Simon et al., 2017) with existing instruments. We recommend that
future spectrographs on large telescopes (1) plan to incorporate gratings that will provide a spectral
resolution of at least R = 6000 at the wavelength of the Ca triplet absorption lines (⇠ 8500 Å)
and/or the Mg b triplet (⇠ 5200 Å), and (2) are designed to maximize stability. Milky Way satellite
galaxies typically have half-light radii of ⇠ 100, so the larger the field of view and multiplexing
that can be achieved, the more efficiently the observations can be obtained.

A key ELT goal should be to measure the radial velocities and proper motions of 300 stars
per galaxy in several Milky Way satellites, with a typical accuracy per star of 3 km s�1 (Fig. 1).
These measurements will directly determine the velocity anisotropy of the stellar orbits within
each dwarf, enabling tight constraints to be placed on the inner density profiles of their dark matter
halos. Observations of multiple dwarf galaxies will determine the range of halo profiles that exist
and avoid the possibility of being misled by the unique history of any individual galaxy.

Number of stars

F
ra

c
ti

o
n

a
l 
u

n
c
e
rt

a
in

ty
 o

n
 l
o
g
−
s
lo

p
e

RV only: 1 km/s
RV: 3 km/s, PM: 5 km/s
RV + PM: 3 km/s
RV + PM: 1 km/s

0 200 400 600 800 1000

0

0.1

0.2

0.3

0.4

0.5 Figure 1: Simulated recovery of the dark
matter density profile of a dwarf spheroidal
via stellar kinematic data (based on the re-
sults of Strigari et al. 2007). Including 3D
stellar velocities (red/blue/black curves) dra-
matically reduces the uncertainty on the cen-
tral slope of the density profile relative to a
data set consisting only of radial velocities
(green curve). For a sample of 300 stars with
proper motion and radial velocity uncertain-
ties of 3 km s�1, the expected measurement
uncertainty on the slope is 0.2, enabling a 5�
detection of a central density cusp.

The ideal targets for this experiment should satisfy the following criteria: (1) Low stellar mass
(< 106 M�), to minimize stellar feedback effects on the galaxy’s mass distribution; (2) High
stellar surface density, to minimize the number of pointings needed to reach a sample of 300 proper
motion measurements; (3) Large velocity dispersion, to increase the expected proper motion signal;
(4) Small distance, to increase the expected proper motion signal and maximize the brightness of
each star; and (5) An orbit that does not approach the Milky Way too closely, to minimize the
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