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KICP@20: The Compelling Idea

Age old questions: 
-- What is stuff made of? 
-- What is out there? How did we get here?

We have two advantages over people in the past (who were no less 
smart than us):
1. Data
2. Answering the second of these requires an answer to the first. 
Answering the second may help us understand the first. 



People at UC/Fermilab from 1985-
2000 helped birth this idea



By 2000, a fiducial model had been established

Science 1996



Center for Cosmological Physics: 2001



Early Success led to KICP

My perspective: Fred Kavli was a pioneer in 
scientific philanthropy. The Kavli 
Foundation has been carefully impactful.



Today, almost all observations support LCDM
Gravitational Lensing

CMB 
Temperature

CMB Polarization

3D Galaxy clustering

2D Galaxy clustering

Supernova



However, the model is built on shaky assumptions …
• Need to invent a new field 

(inflaton) at very high 
energies to solve some 
basic problems and seed 
structure

• Need to invent a new type 
of matter, beyond known 
leptons, quarks, and 
bosons: dark matter

• Need to specify the 
cosmological constant 𝚲, a 
back-of-the-envelope 
calculation for which is 128 
orders of magnitude too 
large



We will hear how KICP alum are voting with their 
feet to chart the course of the coming decades
My perspective
Two possible approaches: search for evidence of the model (detect 
dark matter or inflationary B-modes) or try to break the model.

Best way to break the model: Test the 0-parameter CMB-informed 
LCDM predictions for growth of structure using surveys.

Challenge: Extract maximal (nonlinear modes) robust (systematic errors 
< very small statistical errors) information from galaxy surveys



Field Level Inference (done “with” Alan Zhou)

• Data is signal plus noise; 
assuming the noise is Gaussian 
leads to the likelihood, the 
probability of getting the data 
given the signal

• If the signal is drawn from a 
Gaussian distribution (e.g., the 
CMB temperature or the density 
field on large scales), we can 
implement a prior on signal at all 
pixels on the sky and on the 
cosmological parameters (which 
typically determine the variance 
of the signal). 



Field Level Inference
• Think of the signal in every 

pixel as a set of parameters.
• The maximum of the 

posterior is then the 
Weiner filter:

 𝑠 = !!

!!"!"d
• The power spectrum of the 

Weiner-filtered map (the 
Maximum of the Posterior) 
is suppressed by the ratio 
of the signal to noise.



It doesn’t matter

Cosmology is typically done 
by (implicitly) analytically 
integrating over the (millions 
of) signal parameters and 
obtaining a posterior for the 
remaining cosmological 
parameters in terms of the 
two-point functions



Field Level Inference
• FLI varies the signal 

parameters at the same 
time as the cosmological 
parameters are varied.

• Instead of 6 cosmological 
parameters, vary 6+106 
parameters (with the last 
million being the values of 
the signal (overdensity, 
convergence, …) in every 
pixel

• It turns out to be feasible ;)



Field Level Inference
• Several advantages even in 

the Gaussian case where 
the analytic integration gets 
the right constraints.

• Each sample yields a map 
and a set of cosmological 
parameters. 

• The distribution of the 
power spectrum yields the 
correct mean. 



So What? (with Xiangchong Li, Mandelbaum)
If the prior on s is Gaussian, we don’t need to sample millions of 
parameters to get the right answer
If s is not drawn from a Gaussian (and it’s not if we’re interested in 
extracting science from nonlinear scales), what can you do?



Try different priors on weak lensing simulations 
with 4 tomographic bins

Gaussian prior seems to be 
ok (this is one 40 square 
degree patch) and has 
smaller error bars than the 
lognormal prior, which is 
presumably more realistic

A’s are the amplitude of the power spectrum in each bin



Try a Gaussian Prior on 100 sims to accumulate 
statistics on the bias and the noise bias

The Gaussian prior is 
unbiased (the mean A’s 
are correct) but  under-
predicts the errors on 
realistic sims



Lognormal Prior on 100 sims

Mean can be 
biased unless 
care is taken with 
parameters of 
PDF. Error bars 
are correct … but 
larger than when 
Gaussian model 
is used

Next step: Analyze HSC weak lensing data using gaussian prior but calibrating the error bars



There is a better way (with Yin Li, 
Mandelbaum, Zhang, Li, Fabbian) 
Instead of taking the signal values in 
each pixel to be the late time over-
density:
• Choose these parameters to be the 

overdensities at very early time 
(when they really are drawn from a 
gaussian distribution)
•  Evolve deterministically until today 

to compare with observations



Combine N-Body Code with Super-Resolution 
Simulations with Ray Tracing …

Run N-Body forward and then ray 
trace light and matter backwards in 
time … differentiably!

pmwd: 
https://github.com/eelregit/pmwd



Combine N-Body Code with Super-Resolution 
Simulations with Ray Tracing …

Important because Beyond 
Born effects [captured by 
this algorithm] impact higher 
order functions/nonlinear 
shear

Tour de Force: but 
computational requirements 
on LSST area immense



We have plans but are left with questions

• Can FLI be implemented on large sky survey data?
• Can it include both galaxy surveys and CMB data?
• How can baryons be included?
• How much better will FLI be than standard 2-point analyses?
• Will FLI replace standard analyses?
• Are there alternatives that learn the posterior?

KICP@20: The challenges are formidable but the stakes 
are high (we are trying to figure out the universe) and 
talented young people are interested.


