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Figure 14. The “Hubble diagram” from the world collection of spectroscopic BAO detections. Blue, red, and green points show BAO measurements of DV /rd,
DM/rd, and DH/rd, respectively, from the sources indicated in the legend. These can be compared to the correspondingly coloured lines, which represents
predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3156, h = 0.6727). The scaling by

p

z is arbitrary, chosen to compress the dynamic range
sufficiently to make error bars visible on the plot. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift; auto-correlation
points are plotted at the correct effective redshift. Measurements shown by open points are not incorporated in our cosmological parameter analysis because
they are not independent of the BOSS measurements.

presented in Table 9 and denoted as G-M et al. (2016 a+b+c). The
combination of these three sets of results is presented at the end
of Gil-Marı́n et al. (2016c). As before, this case is compared to
our full-shape column of Table 7, approximating LOWZ to our low
redshift bin and CMASS to our high redshift bin, where the vol-
ume difference factor has been taken into account. Our DM mea-
surement of 1.7% in the low redshift bin and 1.8% in the high red-
shift bin compares to 1.5% and 1.1%, respectively, in Gil-Marı́n
2016 a+b+c. Regarding H(z), our measurement of 2.8% in both
the low and high redshift bins compares to 2.5% and 1.8% in Gil-
Marı́n 2016 a+b+c. Finally our f�8 constraint of 9.5% and 8.9% in
the low and high redshift bin compares to the LOWZ and CMASS
measurements of 9.2% and 6.0% by Gil-Marin 2016a+b+c. One
can attribute the improvement in Gil-Marı́n 2016a+b+c when com-
pared to our measurement to the use of the bispectrum, which has
not been used in our analysis.
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Gil-Maŕın et al. 2016b
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Figure 15. Left-hand panel: Comparison of f�8(z) measurements across previous BOSS measurements in DR11 (Alam et al. 2015b; Beutler et al. 2014a;
Samushia et al. 2014; Sánchez et al. 2014) and DR12 (Gil-Marı́n et al. 2016b,c; Chuang et al. 2016) samples. Right-hand panel: The f�8(z) results from this
work compared with the measurements of the 2dfGRS (Percival et al. 2004b) and 6dFGS (Beutler et al. 2012), the GAMA (Blake et al. 2013), the WiggleZ
(Blake et al. 2012), the VVDS (Guzzo et al. 2008), and the VIPERS (de la Torre et al. 2013) surveys, as well as the measurements from the SDSS-I and
-II main galaxy sample (Howlett et al. 2015, MGS) and the SDSS-II LRG sample (Oka et al. 2014, DR7). We have plotted conditional constraints on f�8

assuming a Planck ⇤CDM background cosmology. This is one of the best evidence of how growth rate measurements from BOSS again reaffirm the validity
of General Relativity in large scales.

9 COSMOLOGICAL PARAMETERS

9.1 Data sets

We now turn to cosmological interpretation of our results. We will
use the consensus measurements, including our estimated system-
atic error contribution to the covariance matrix, from the BAO-only
and BAO+FS columns of Table 3. In our subsequent figures and ta-
bles, the former case is simply labeled “BAO.”

Following Aubourg et al. (2015), we include the 6dFGS and
SDSS MGS BAO measurements and the BOSS DR11 Ly↵ forest
BAO measurements (see Fig. 14 and §8.3). These are largely in-
dependent and have utilized similar methodologies. We opt not to
include other BAO measurements, notably those from photomet-
ric clustering and from the WiggleZ survey (Blake et al. 2011a,
2012), as the volumes partially overlap BOSS and the errors are
sufficiently large that a proper inclusion would not substantially
affect the results. As shown in Aubourg et al. (2015), these mea-
surements are in good agreement with those from BOSS. We note
in particular the good match to the WiggleZ results, as this was a
sample of strongly star-forming galaxies in marked contrast to the
red massive galaxies used in BOSS. The dual-tracer opportunity
was studied extensively with a joint analysis of the overlap region
of WiggleZ and BOSS (Beutler et al. 2016a).

We further opt not to include other RSD measurements be-
yond BOSS, as they come from a variety of analysis and modelling
approaches. One can see from Figure 15 that the measurements
from other surveys are consistent with those from BOSS within
their quoted errors, and the error bars in all cases are large enough
that there are potential gains from combining multiple measure-
ments. However, in contrast to BAO measurements, systematic er-
rors associated with non-linear clustering and galaxy bias are a ma-
jor component of the error budget in any RSD analysis, and these
systematics may well be covariant from one analysis to another in
a way that is difficult to quantify. Because of systematic error con-
tributions, we do not consider it feasible to carry out a robust joint
RSD analysis with other measurements.

In all cases, we combine with CMB anisotropy data from the

Planck 2015 release (Planck Collaboration XIII 2015). We use the
power spectra for both temperature and polarization; in detail, we
use the likelihoods plik dx11dr2 HM v18 TTTEEE and lowTEB
for the high and low multipoles, respectively. We do not include
the information from the lensing of the CMB in the 4-point corre-
lations of the CMB temperature anisotropies. We will discuss the
impact of the recent (Planck Collaboration XLVI 2016) large-angle
polarization results in §9.4.

We note that there is some mild tension between the Planck
2015 results and those from combining WMAP, SPT, and ACT
(Calabrese et al. 2013; Spergel et al. 2015; Bennett et al. 2016).
The Planck data set yields a mildly higher matter density ⌦mh2,
which for ⇤CDM implies a higher ⌦m and �8 and a lower H0.
As in the DR11 results, our BOSS results for ⇤CDM fall in be-
tween these two and therefore do not prefer either CMB option.
We have presented non-Planck results in Anderson et al. (2014b)
and Aubourg et al. (2015) and do not repeat that here, as the sense
of the differences has not changed.

Finally, for some cases, we utilize measurements of the
distance-redshift relation from Type Ia supernovae (SNe) from the
Joint Lightcurve Analysis (JLA, Betoule et al. 2014), which com-
bined SNe from the SDSS-II Supernova Survey (Sako et al. 2014)
and the Supernova Legacy Survey 3-year data set (Conley et al.
2011) together with local and high-z data sets. The combination
of SN measurements with BAO is particularly powerful for con-
straining the low-redshift distance scale (e.g., Mehta et al. 2012;
Anderson et al. 2014b). The SNe provide a higher precision mea-
surement of relative distance at lower redshift where the BAO is
limited by cosmic volume, but the BAO provides an absolute scale
that connects to higher redshift and particularly to the CMB acous-
tic scale at z = 1000. The combination of BAO and SN data also
allows an “inverse distance ladder” measurement of H0 that uses
the CMB-based calibration of rd but is almost entirely insensitive
to the dark energy model and space curvature over the range al-
lowed by observations (Aubourg et al. 2015).
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Figure 1. Hubble Diagram: The world’s compilation of SNIa (UNION2; Aman-
ullah et al. 2010) and our latest results (Suzuki et al. 2012), together it forms
UNION2.1 SNIa compilation. We also plot SNLS three year data (Conley et al.
2011). Inset: Observed magnitude difference from an empty universe model (dotted
line; Ωm = 0,ΩΛ = 0,Ωk = 1, also known as Milne universe). is shown in binned
redshifts. The best fit model to the data is a ΛCDM with Ωm = 0.27,ΩΛ = 0.73 in
a flat universe. Einstein-de Sitter universe model (Ωm = 1.0,ΩΛ = 0.0) and de Sitter
universe model (Ωm = 0.0,ΩΛ = 1.0) are also shown as a comparison but the data
exclude these models with more than 5 sigma level.

cosmological constant is now 5 σ level. We found the universe turned into acceleration
from deceleration at z = 0.752 ± 0.041.

3. SNIa as a standard candle and Future prospects

There are a few key factors for the advancement of SNIa cosmology. It is very im-
portant to understand the intrinsic properties of SNIa which are caused by the super-
nova itself (Maeda et al. in this conference) and environmental effects (Gallagher et al.
2005, 2008). Various studies have been done (Sullivan et al. 2010, Gupta et al. 2011,
D’Andrea et al. 2011, Konishi et al. 2011) to investigate the effect of the environment.
Possible significant dependence on the host galaxy mass was found recently, but we
have not understood if this dependence is caused by the age or metallicity of the host

f = rate of 
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Figure 14. The “Hubble diagram” from the world collection of spectroscopic BAO detections. Blue, red, and green points show BAO measurements of DV /rd,
DM/rd, and DH/rd, respectively, from the sources indicated in the legend. These can be compared to the correspondingly coloured lines, which represents
predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3156, h = 0.6727). The scaling by

p

z is arbitrary, chosen to compress the dynamic range
sufficiently to make error bars visible on the plot. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift; auto-correlation
points are plotted at the correct effective redshift. Measurements shown by open points are not incorporated in our cosmological parameter analysis because
they are not independent of the BOSS measurements.

presented in Table 9 and denoted as G-M et al. (2016 a+b+c). The
combination of these three sets of results is presented at the end
of Gil-Marı́n et al. (2016c). As before, this case is compared to
our full-shape column of Table 7, approximating LOWZ to our low
redshift bin and CMASS to our high redshift bin, where the vol-
ume difference factor has been taken into account. Our DM mea-
surement of 1.7% in the low redshift bin and 1.8% in the high red-
shift bin compares to 1.5% and 1.1%, respectively, in Gil-Marı́n
2016 a+b+c. Regarding H(z), our measurement of 2.8% in both
the low and high redshift bins compares to 2.5% and 1.8% in Gil-
Marı́n 2016 a+b+c. Finally our f�8 constraint of 9.5% and 8.9% in
the low and high redshift bin compares to the LOWZ and CMASS
measurements of 9.2% and 6.0% by Gil-Marin 2016a+b+c. One
can attribute the improvement in Gil-Marı́n 2016a+b+c when com-
pared to our measurement to the use of the bispectrum, which has
not been used in our analysis.
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Figure 15. Left-hand panel: Comparison of f�8(z) measurements across previous BOSS measurements in DR11 (Alam et al. 2015b; Beutler et al. 2014a;
Samushia et al. 2014; Sánchez et al. 2014) and DR12 (Gil-Marı́n et al. 2016b,c; Chuang et al. 2016) samples. Right-hand panel: The f�8(z) results from this
work compared with the measurements of the 2dfGRS (Percival et al. 2004b) and 6dFGS (Beutler et al. 2012), the GAMA (Blake et al. 2013), the WiggleZ
(Blake et al. 2012), the VVDS (Guzzo et al. 2008), and the VIPERS (de la Torre et al. 2013) surveys, as well as the measurements from the SDSS-I and
-II main galaxy sample (Howlett et al. 2015, MGS) and the SDSS-II LRG sample (Oka et al. 2014, DR7). We have plotted conditional constraints on f�8

assuming a Planck ⇤CDM background cosmology. This is one of the best evidence of how growth rate measurements from BOSS again reaffirm the validity
of General Relativity in large scales.

9 COSMOLOGICAL PARAMETERS

9.1 Data sets

We now turn to cosmological interpretation of our results. We will
use the consensus measurements, including our estimated system-
atic error contribution to the covariance matrix, from the BAO-only
and BAO+FS columns of Table 3. In our subsequent figures and ta-
bles, the former case is simply labeled “BAO.”

Following Aubourg et al. (2015), we include the 6dFGS and
SDSS MGS BAO measurements and the BOSS DR11 Ly↵ forest
BAO measurements (see Fig. 14 and §8.3). These are largely in-
dependent and have utilized similar methodologies. We opt not to
include other BAO measurements, notably those from photomet-
ric clustering and from the WiggleZ survey (Blake et al. 2011a,
2012), as the volumes partially overlap BOSS and the errors are
sufficiently large that a proper inclusion would not substantially
affect the results. As shown in Aubourg et al. (2015), these mea-
surements are in good agreement with those from BOSS. We note
in particular the good match to the WiggleZ results, as this was a
sample of strongly star-forming galaxies in marked contrast to the
red massive galaxies used in BOSS. The dual-tracer opportunity
was studied extensively with a joint analysis of the overlap region
of WiggleZ and BOSS (Beutler et al. 2016a).

We further opt not to include other RSD measurements be-
yond BOSS, as they come from a variety of analysis and modelling
approaches. One can see from Figure 15 that the measurements
from other surveys are consistent with those from BOSS within
their quoted errors, and the error bars in all cases are large enough
that there are potential gains from combining multiple measure-
ments. However, in contrast to BAO measurements, systematic er-
rors associated with non-linear clustering and galaxy bias are a ma-
jor component of the error budget in any RSD analysis, and these
systematics may well be covariant from one analysis to another in
a way that is difficult to quantify. Because of systematic error con-
tributions, we do not consider it feasible to carry out a robust joint
RSD analysis with other measurements.

In all cases, we combine with CMB anisotropy data from the

Planck 2015 release (Planck Collaboration XIII 2015). We use the
power spectra for both temperature and polarization; in detail, we
use the likelihoods plik dx11dr2 HM v18 TTTEEE and lowTEB
for the high and low multipoles, respectively. We do not include
the information from the lensing of the CMB in the 4-point corre-
lations of the CMB temperature anisotropies. We will discuss the
impact of the recent (Planck Collaboration XLVI 2016) large-angle
polarization results in §9.4.

We note that there is some mild tension between the Planck
2015 results and those from combining WMAP, SPT, and ACT
(Calabrese et al. 2013; Spergel et al. 2015; Bennett et al. 2016).
The Planck data set yields a mildly higher matter density ⌦mh2,
which for ⇤CDM implies a higher ⌦m and �8 and a lower H0.
As in the DR11 results, our BOSS results for ⇤CDM fall in be-
tween these two and therefore do not prefer either CMB option.
We have presented non-Planck results in Anderson et al. (2014b)
and Aubourg et al. (2015) and do not repeat that here, as the sense
of the differences has not changed.

Finally, for some cases, we utilize measurements of the
distance-redshift relation from Type Ia supernovae (SNe) from the
Joint Lightcurve Analysis (JLA, Betoule et al. 2014), which com-
bined SNe from the SDSS-II Supernova Survey (Sako et al. 2014)
and the Supernova Legacy Survey 3-year data set (Conley et al.
2011) together with local and high-z data sets. The combination
of SN measurements with BAO is particularly powerful for con-
straining the low-redshift distance scale (e.g., Mehta et al. 2012;
Anderson et al. 2014b). The SNe provide a higher precision mea-
surement of relative distance at lower redshift where the BAO is
limited by cosmic volume, but the BAO provides an absolute scale
that connects to higher redshift and particularly to the CMB acous-
tic scale at z = 1000. The combination of BAO and SN data also
allows an “inverse distance ladder” measurement of H0 that uses
the CMB-based calibration of rd but is almost entirely insensitive
to the dark energy model and space curvature over the range al-
lowed by observations (Aubourg et al. 2015).
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Figure 1. Hubble Diagram: The world’s compilation of SNIa (UNION2; Aman-
ullah et al. 2010) and our latest results (Suzuki et al. 2012), together it forms
UNION2.1 SNIa compilation. We also plot SNLS three year data (Conley et al.
2011). Inset: Observed magnitude difference from an empty universe model (dotted
line; Ωm = 0,ΩΛ = 0,Ωk = 1, also known as Milne universe). is shown in binned
redshifts. The best fit model to the data is a ΛCDM with Ωm = 0.27,ΩΛ = 0.73 in
a flat universe. Einstein-de Sitter universe model (Ωm = 1.0,ΩΛ = 0.0) and de Sitter
universe model (Ωm = 0.0,ΩΛ = 1.0) are also shown as a comparison but the data
exclude these models with more than 5 sigma level.

cosmological constant is now 5 σ level. We found the universe turned into acceleration
from deceleration at z = 0.752 ± 0.041.

3. SNIa as a standard candle and Future prospects

There are a few key factors for the advancement of SNIa cosmology. It is very im-
portant to understand the intrinsic properties of SNIa which are caused by the super-
nova itself (Maeda et al. in this conference) and environmental effects (Gallagher et al.
2005, 2008). Various studies have been done (Sullivan et al. 2010, Gupta et al. 2011,
D’Andrea et al. 2011, Konishi et al. 2011) to investigate the effect of the environment.
Possible significant dependence on the host galaxy mass was found recently, but we
have not understood if this dependence is caused by the age or metallicity of the host
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Figure 14. The “Hubble diagram” from the world collection of spectroscopic BAO detections. Blue, red, and green points show BAO measurements of DV /rd,
DM/rd, and DH/rd, respectively, from the sources indicated in the legend. These can be compared to the correspondingly coloured lines, which represents
predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3156, h = 0.6727). The scaling by

p

z is arbitrary, chosen to compress the dynamic range
sufficiently to make error bars visible on the plot. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift; auto-correlation
points are plotted at the correct effective redshift. Measurements shown by open points are not incorporated in our cosmological parameter analysis because
they are not independent of the BOSS measurements.

presented in Table 9 and denoted as G-M et al. (2016 a+b+c). The
combination of these three sets of results is presented at the end
of Gil-Marı́n et al. (2016c). As before, this case is compared to
our full-shape column of Table 7, approximating LOWZ to our low
redshift bin and CMASS to our high redshift bin, where the vol-
ume difference factor has been taken into account. Our DM mea-
surement of 1.7% in the low redshift bin and 1.8% in the high red-
shift bin compares to 1.5% and 1.1%, respectively, in Gil-Marı́n
2016 a+b+c. Regarding H(z), our measurement of 2.8% in both
the low and high redshift bins compares to 2.5% and 1.8% in Gil-
Marı́n 2016 a+b+c. Finally our f�8 constraint of 9.5% and 8.9% in
the low and high redshift bin compares to the LOWZ and CMASS
measurements of 9.2% and 6.0% by Gil-Marin 2016a+b+c. One
can attribute the improvement in Gil-Marı́n 2016a+b+c when com-
pared to our measurement to the use of the bispectrum, which has
not been used in our analysis.
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Figure 15. Left-hand panel: Comparison of f�8(z) measurements across previous BOSS measurements in DR11 (Alam et al. 2015b; Beutler et al. 2014a;
Samushia et al. 2014; Sánchez et al. 2014) and DR12 (Gil-Marı́n et al. 2016b,c; Chuang et al. 2016) samples. Right-hand panel: The f�8(z) results from this
work compared with the measurements of the 2dfGRS (Percival et al. 2004b) and 6dFGS (Beutler et al. 2012), the GAMA (Blake et al. 2013), the WiggleZ
(Blake et al. 2012), the VVDS (Guzzo et al. 2008), and the VIPERS (de la Torre et al. 2013) surveys, as well as the measurements from the SDSS-I and
-II main galaxy sample (Howlett et al. 2015, MGS) and the SDSS-II LRG sample (Oka et al. 2014, DR7). We have plotted conditional constraints on f�8

assuming a Planck ⇤CDM background cosmology. This is one of the best evidence of how growth rate measurements from BOSS again reaffirm the validity
of General Relativity in large scales.

9 COSMOLOGICAL PARAMETERS

9.1 Data sets

We now turn to cosmological interpretation of our results. We will
use the consensus measurements, including our estimated system-
atic error contribution to the covariance matrix, from the BAO-only
and BAO+FS columns of Table 3. In our subsequent figures and ta-
bles, the former case is simply labeled “BAO.”

Following Aubourg et al. (2015), we include the 6dFGS and
SDSS MGS BAO measurements and the BOSS DR11 Ly↵ forest
BAO measurements (see Fig. 14 and §8.3). These are largely in-
dependent and have utilized similar methodologies. We opt not to
include other BAO measurements, notably those from photomet-
ric clustering and from the WiggleZ survey (Blake et al. 2011a,
2012), as the volumes partially overlap BOSS and the errors are
sufficiently large that a proper inclusion would not substantially
affect the results. As shown in Aubourg et al. (2015), these mea-
surements are in good agreement with those from BOSS. We note
in particular the good match to the WiggleZ results, as this was a
sample of strongly star-forming galaxies in marked contrast to the
red massive galaxies used in BOSS. The dual-tracer opportunity
was studied extensively with a joint analysis of the overlap region
of WiggleZ and BOSS (Beutler et al. 2016a).

We further opt not to include other RSD measurements be-
yond BOSS, as they come from a variety of analysis and modelling
approaches. One can see from Figure 15 that the measurements
from other surveys are consistent with those from BOSS within
their quoted errors, and the error bars in all cases are large enough
that there are potential gains from combining multiple measure-
ments. However, in contrast to BAO measurements, systematic er-
rors associated with non-linear clustering and galaxy bias are a ma-
jor component of the error budget in any RSD analysis, and these
systematics may well be covariant from one analysis to another in
a way that is difficult to quantify. Because of systematic error con-
tributions, we do not consider it feasible to carry out a robust joint
RSD analysis with other measurements.

In all cases, we combine with CMB anisotropy data from the

Planck 2015 release (Planck Collaboration XIII 2015). We use the
power spectra for both temperature and polarization; in detail, we
use the likelihoods plik dx11dr2 HM v18 TTTEEE and lowTEB
for the high and low multipoles, respectively. We do not include
the information from the lensing of the CMB in the 4-point corre-
lations of the CMB temperature anisotropies. We will discuss the
impact of the recent (Planck Collaboration XLVI 2016) large-angle
polarization results in §9.4.

We note that there is some mild tension between the Planck
2015 results and those from combining WMAP, SPT, and ACT
(Calabrese et al. 2013; Spergel et al. 2015; Bennett et al. 2016).
The Planck data set yields a mildly higher matter density ⌦mh2,
which for ⇤CDM implies a higher ⌦m and �8 and a lower H0.
As in the DR11 results, our BOSS results for ⇤CDM fall in be-
tween these two and therefore do not prefer either CMB option.
We have presented non-Planck results in Anderson et al. (2014b)
and Aubourg et al. (2015) and do not repeat that here, as the sense
of the differences has not changed.

Finally, for some cases, we utilize measurements of the
distance-redshift relation from Type Ia supernovae (SNe) from the
Joint Lightcurve Analysis (JLA, Betoule et al. 2014), which com-
bined SNe from the SDSS-II Supernova Survey (Sako et al. 2014)
and the Supernova Legacy Survey 3-year data set (Conley et al.
2011) together with local and high-z data sets. The combination
of SN measurements with BAO is particularly powerful for con-
straining the low-redshift distance scale (e.g., Mehta et al. 2012;
Anderson et al. 2014b). The SNe provide a higher precision mea-
surement of relative distance at lower redshift where the BAO is
limited by cosmic volume, but the BAO provides an absolute scale
that connects to higher redshift and particularly to the CMB acous-
tic scale at z = 1000. The combination of BAO and SN data also
allows an “inverse distance ladder” measurement of H0 that uses
the CMB-based calibration of rd but is almost entirely insensitive
to the dark energy model and space curvature over the range al-
lowed by observations (Aubourg et al. 2015).
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Figure 1. Hubble Diagram: The world’s compilation of SNIa (UNION2; Aman-
ullah et al. 2010) and our latest results (Suzuki et al. 2012), together it forms
UNION2.1 SNIa compilation. We also plot SNLS three year data (Conley et al.
2011). Inset: Observed magnitude difference from an empty universe model (dotted
line; Ωm = 0,ΩΛ = 0,Ωk = 1, also known as Milne universe). is shown in binned
redshifts. The best fit model to the data is a ΛCDM with Ωm = 0.27,ΩΛ = 0.73 in
a flat universe. Einstein-de Sitter universe model (Ωm = 1.0,ΩΛ = 0.0) and de Sitter
universe model (Ωm = 0.0,ΩΛ = 1.0) are also shown as a comparison but the data
exclude these models with more than 5 sigma level.

cosmological constant is now 5 σ level. We found the universe turned into acceleration
from deceleration at z = 0.752 ± 0.041.

3. SNIa as a standard candle and Future prospects

There are a few key factors for the advancement of SNIa cosmology. It is very im-
portant to understand the intrinsic properties of SNIa which are caused by the super-
nova itself (Maeda et al. in this conference) and environmental effects (Gallagher et al.
2005, 2008). Various studies have been done (Sullivan et al. 2010, Gupta et al. 2011,
D’Andrea et al. 2011, Konishi et al. 2011) to investigate the effect of the environment.
Possible significant dependence on the host galaxy mass was found recently, but we
have not understood if this dependence is caused by the age or metallicity of the host
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Figure 14. The “Hubble diagram” from the world collection of spectroscopic BAO detections. Blue, red, and green points show BAO measurements of DV /rd,
DM/rd, and DH/rd, respectively, from the sources indicated in the legend. These can be compared to the correspondingly coloured lines, which represents
predictions of the fiducial Planck ⇤CDM model (with ⌦m = 0.3156, h = 0.6727). The scaling by

p

z is arbitrary, chosen to compress the dynamic range
sufficiently to make error bars visible on the plot. For visual clarity, the Ly↵ cross-correlation points have been shifted slightly in redshift; auto-correlation
points are plotted at the correct effective redshift. Measurements shown by open points are not incorporated in our cosmological parameter analysis because
they are not independent of the BOSS measurements.

presented in Table 9 and denoted as G-M et al. (2016 a+b+c). The
combination of these three sets of results is presented at the end
of Gil-Marı́n et al. (2016c). As before, this case is compared to
our full-shape column of Table 7, approximating LOWZ to our low
redshift bin and CMASS to our high redshift bin, where the vol-
ume difference factor has been taken into account. Our DM mea-
surement of 1.7% in the low redshift bin and 1.8% in the high red-
shift bin compares to 1.5% and 1.1%, respectively, in Gil-Marı́n
2016 a+b+c. Regarding H(z), our measurement of 2.8% in both
the low and high redshift bins compares to 2.5% and 1.8% in Gil-
Marı́n 2016 a+b+c. Finally our f�8 constraint of 9.5% and 8.9% in
the low and high redshift bin compares to the LOWZ and CMASS
measurements of 9.2% and 6.0% by Gil-Marin 2016a+b+c. One
can attribute the improvement in Gil-Marı́n 2016a+b+c when com-
pared to our measurement to the use of the bispectrum, which has
not been used in our analysis.
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assuming a Planck ⇤CDM background cosmology. This is one of the best evidence of how growth rate measurements from BOSS again reaffirm the validity
of General Relativity in large scales.

9 COSMOLOGICAL PARAMETERS

9.1 Data sets

We now turn to cosmological interpretation of our results. We will
use the consensus measurements, including our estimated system-
atic error contribution to the covariance matrix, from the BAO-only
and BAO+FS columns of Table 3. In our subsequent figures and ta-
bles, the former case is simply labeled “BAO.”

Following Aubourg et al. (2015), we include the 6dFGS and
SDSS MGS BAO measurements and the BOSS DR11 Ly↵ forest
BAO measurements (see Fig. 14 and §8.3). These are largely in-
dependent and have utilized similar methodologies. We opt not to
include other BAO measurements, notably those from photomet-
ric clustering and from the WiggleZ survey (Blake et al. 2011a,
2012), as the volumes partially overlap BOSS and the errors are
sufficiently large that a proper inclusion would not substantially
affect the results. As shown in Aubourg et al. (2015), these mea-
surements are in good agreement with those from BOSS. We note
in particular the good match to the WiggleZ results, as this was a
sample of strongly star-forming galaxies in marked contrast to the
red massive galaxies used in BOSS. The dual-tracer opportunity
was studied extensively with a joint analysis of the overlap region
of WiggleZ and BOSS (Beutler et al. 2016a).

We further opt not to include other RSD measurements be-
yond BOSS, as they come from a variety of analysis and modelling
approaches. One can see from Figure 15 that the measurements
from other surveys are consistent with those from BOSS within
their quoted errors, and the error bars in all cases are large enough
that there are potential gains from combining multiple measure-
ments. However, in contrast to BAO measurements, systematic er-
rors associated with non-linear clustering and galaxy bias are a ma-
jor component of the error budget in any RSD analysis, and these
systematics may well be covariant from one analysis to another in
a way that is difficult to quantify. Because of systematic error con-
tributions, we do not consider it feasible to carry out a robust joint
RSD analysis with other measurements.

In all cases, we combine with CMB anisotropy data from the

Planck 2015 release (Planck Collaboration XIII 2015). We use the
power spectra for both temperature and polarization; in detail, we
use the likelihoods plik dx11dr2 HM v18 TTTEEE and lowTEB
for the high and low multipoles, respectively. We do not include
the information from the lensing of the CMB in the 4-point corre-
lations of the CMB temperature anisotropies. We will discuss the
impact of the recent (Planck Collaboration XLVI 2016) large-angle
polarization results in §9.4.

We note that there is some mild tension between the Planck
2015 results and those from combining WMAP, SPT, and ACT
(Calabrese et al. 2013; Spergel et al. 2015; Bennett et al. 2016).
The Planck data set yields a mildly higher matter density ⌦mh2,
which for ⇤CDM implies a higher ⌦m and �8 and a lower H0.
As in the DR11 results, our BOSS results for ⇤CDM fall in be-
tween these two and therefore do not prefer either CMB option.
We have presented non-Planck results in Anderson et al. (2014b)
and Aubourg et al. (2015) and do not repeat that here, as the sense
of the differences has not changed.

Finally, for some cases, we utilize measurements of the
distance-redshift relation from Type Ia supernovae (SNe) from the
Joint Lightcurve Analysis (JLA, Betoule et al. 2014), which com-
bined SNe from the SDSS-II Supernova Survey (Sako et al. 2014)
and the Supernova Legacy Survey 3-year data set (Conley et al.
2011) together with local and high-z data sets. The combination
of SN measurements with BAO is particularly powerful for con-
straining the low-redshift distance scale (e.g., Mehta et al. 2012;
Anderson et al. 2014b). The SNe provide a higher precision mea-
surement of relative distance at lower redshift where the BAO is
limited by cosmic volume, but the BAO provides an absolute scale
that connects to higher redshift and particularly to the CMB acous-
tic scale at z = 1000. The combination of BAO and SN data also
allows an “inverse distance ladder” measurement of H0 that uses
the CMB-based calibration of rd but is almost entirely insensitive
to the dark energy model and space curvature over the range al-
lowed by observations (Aubourg et al. 2015).
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Figure 1. Hubble Diagram: The world’s compilation of SNIa (UNION2; Aman-
ullah et al. 2010) and our latest results (Suzuki et al. 2012), together it forms
UNION2.1 SNIa compilation. We also plot SNLS three year data (Conley et al.
2011). Inset: Observed magnitude difference from an empty universe model (dotted
line; Ωm = 0,ΩΛ = 0,Ωk = 1, also known as Milne universe). is shown in binned
redshifts. The best fit model to the data is a ΛCDM with Ωm = 0.27,ΩΛ = 0.73 in
a flat universe. Einstein-de Sitter universe model (Ωm = 1.0,ΩΛ = 0.0) and de Sitter
universe model (Ωm = 0.0,ΩΛ = 1.0) are also shown as a comparison but the data
exclude these models with more than 5 sigma level.

cosmological constant is now 5 σ level. We found the universe turned into acceleration
from deceleration at z = 0.752 ± 0.041.

3. SNIa as a standard candle and Future prospects

There are a few key factors for the advancement of SNIa cosmology. It is very im-
portant to understand the intrinsic properties of SNIa which are caused by the super-
nova itself (Maeda et al. in this conference) and environmental effects (Gallagher et al.
2005, 2008). Various studies have been done (Sullivan et al. 2010, Gupta et al. 2011,
D’Andrea et al. 2011, Konishi et al. 2011) to investigate the effect of the environment.
Possible significant dependence on the host galaxy mass was found recently, but we
have not understood if this dependence is caused by the age or metallicity of the host
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Figure 5. Two-dimensional 68% (1σ) and 95% (2σ) confidence limits ob-
tained on fσ8—bσ8 and DA—H at effective redshift of 0.57 recovered
from Planck CMB and CMASS (ξ0,2) datasets with peak background split
assumption.

Figure 6. Comparison of fσ8 with other analysis on the same DR11
CMASS sample. The blue point present the result from our analysis.
Our measurement is consistent with other clustering analysis and Planck
ΛCDM-GR prediction.

distribution model and Planck best fit cosmology and measured
fσ8(z = 0.57) = 0.45 ± 0.011. Reid et al. (2014) provides the
strongest constraint on the growth rate but this analysis has signifi-
cant modeling and cosmological assumptions. More et al. (2014)
measured the constraint on Ωm and σ8 using a combination of
abundance, clustering and galaxy-galaxy lensing. They have re-
ported a constraint on fσ8 by assuming the General Relativity lin-
ear theory prediction for growth rate (f = Ω0.545

m ). Our measure-
ment is competitive with all RSD measurements from large scale.

7 DISCUSSION

We have presented an analysis of Redshift Space Distortion (RSD)
using the SDSS-III BOSS DR11 CMASS sample, and have mea-
sured the monopole and quadruple moments of galaxy auto corre-
lation function at effective redshift of 0.57. We have used CLPT-
GSRSD to model the Legendre moments of redshift space galaxy
auto correlation function. The model used here does not work
at small scales due to non-linearity, and measurement of corre-
lation function from data shows systematic error at large scales.
Therefore, we have adopted a conservative fitting scale between 30
h−1Mpc and 126 h−1Mpc, which we chose with the aid of a suite
of perturbation theory mocks. Our measurements of linear growth
rate (fσ8), angular diameter distance (DA) and Hubble constant
(H) at effective redshift of 0.57 don’t assume ΛCDM-GR evolu-
tion by virtue of using Alcock-Paczynski parameters (α∥,α⊥) in-
dependent of cosmology at current epoch (z = 0). This approach

makes these measurements suitable to test the predictions of vari-
ous alternate models of gravity and cosmology.

Our results are consistent with Samushia et al. (2013), who
performed a similar analysis on the same data set. However, the
perturbation theory models used in the two analyses are different.
Our model (CLPT) performed better on N-body simulation com-
pared to the Lagrangian Perturbation Theory (LPT) model used in
Samushia et al. (2013), . We have seen marginal improvement in
the measurement uncertainty compared to the previous analyses.
This is the first use of CLPT-GSRSD to measure both cosmology
and growth from the galaxy redshift survey. It has been used by
Howlett et al. (2015) to measure the growth rate with fixed cosmol-
ogy for SDSS main galaxy sample. We couldn’t use our model at
smaller scales because our mocks cannot be trusted in this range. In
the future we may be able to extend this model to scales as low as
20 h−1Mpc if a reliable technique to test them on realistic mocks
can be developed.

The linear growth factor has been measured in many redshift
surveys between redshift of 0 and 1. Our measurement provides an
important data point to study the evolution of the linear growth fac-
tor with redshift. The absolute value of fσ8 and its evolution with
redshift is quite sensitive to the model of gravity. These measure-
ments will provide a good test of the general theory of relativity
and the standard model of cosmology on the largest distance and
time scales. It is possible to use these measurements to constrain
flatness of the universe and the dark energy equation of state pa-
rameter. These measurements also have the ability to constrain the
parameters of alternate theories of gravity and dark energy.

The next-generation surveys are going to be even more power-
ful, which will provide better measurement of correlation function
and measurement of fσ8, hence better understanding of cosmol-
ogy and gravity. The error in the measurement of the correlation
function is much smaller at small scales, which has not yet been ex-
plored in this paper due to our inability to test the theoretical model
in this range. We can tap into the potential of small-scale clustering
using RSD measurement when we can model the nonlinear cluster-
ing at small scale either analytically or using fast simulations.

We would like to thank Lile Wang, Martin White and Beth
Reid for providing the CLPT-GSRSD code. We also thank Keisuke
Osumi for providing systematic weighted correlation functions as
well Ross O’ Connell for useful discussion. We like to thank Eric
Linder and Martin White for their suggestions. This work made
extensive use of the NASA Astrophysics Data System and of the
astro-ph preprint archive at arXiv.org. The analysis made
use of the computing resources of the National Energy Research
Scientific Computing Center. This work is partially supported by
NASA NNH12ZDA001N- EUCLID and NSF AST1412966. S.H.
and S.A. are partially supported by DOE-ASC, NASA and the
NSF. Funding for SDSS-III has been provided by the Alfred P.
Sloan Foundation, the Participating Institutions, the National Sci-
ence Foundation, and the U.S. Department of Energy Office of Sci-
ence. The SDSS-III web site is http://www.sdss3.org/.

SDSS-III is managed by the Astrophysical Research Consor-
tium for the Participating Institutions of the SDSS-III Collabora-
tion including the University of Arizona, the Brazilian Participation
Group, Brookhaven National Laboratory, Carnegie Mellon Univer-
sity, University of Florida, the French Participation Group, the Ger-
man Participation Group, Harvard University, the Instituto de As-
trofisica de Canarias, the Michigan State/Notre Dame/JINA Par-
ticipation Group, Johns Hopkins University, Lawrence Berkeley

c⃝ 2015 RAS, MNRAS 000, 1–10

Credit: Alam et al. 2015 (BOSS)

� =
f

bg

clustering 
bias

RSD parameter



Growth rate degenerate with bias8 Alam et al.

Figure 5. Two-dimensional 68% (1σ) and 95% (2σ) confidence limits ob-
tained on fσ8—bσ8 and DA—H at effective redshift of 0.57 recovered
from Planck CMB and CMASS (ξ0,2) datasets with peak background split
assumption.

Figure 6. Comparison of fσ8 with other analysis on the same DR11
CMASS sample. The blue point present the result from our analysis.
Our measurement is consistent with other clustering analysis and Planck
ΛCDM-GR prediction.

distribution model and Planck best fit cosmology and measured
fσ8(z = 0.57) = 0.45 ± 0.011. Reid et al. (2014) provides the
strongest constraint on the growth rate but this analysis has signifi-
cant modeling and cosmological assumptions. More et al. (2014)
measured the constraint on Ωm and σ8 using a combination of
abundance, clustering and galaxy-galaxy lensing. They have re-
ported a constraint on fσ8 by assuming the General Relativity lin-
ear theory prediction for growth rate (f = Ω0.545

m ). Our measure-
ment is competitive with all RSD measurements from large scale.

7 DISCUSSION

We have presented an analysis of Redshift Space Distortion (RSD)
using the SDSS-III BOSS DR11 CMASS sample, and have mea-
sured the monopole and quadruple moments of galaxy auto corre-
lation function at effective redshift of 0.57. We have used CLPT-
GSRSD to model the Legendre moments of redshift space galaxy
auto correlation function. The model used here does not work
at small scales due to non-linearity, and measurement of corre-
lation function from data shows systematic error at large scales.
Therefore, we have adopted a conservative fitting scale between 30
h−1Mpc and 126 h−1Mpc, which we chose with the aid of a suite
of perturbation theory mocks. Our measurements of linear growth
rate (fσ8), angular diameter distance (DA) and Hubble constant
(H) at effective redshift of 0.57 don’t assume ΛCDM-GR evolu-
tion by virtue of using Alcock-Paczynski parameters (α∥,α⊥) in-
dependent of cosmology at current epoch (z = 0). This approach

makes these measurements suitable to test the predictions of vari-
ous alternate models of gravity and cosmology.

Our results are consistent with Samushia et al. (2013), who
performed a similar analysis on the same data set. However, the
perturbation theory models used in the two analyses are different.
Our model (CLPT) performed better on N-body simulation com-
pared to the Lagrangian Perturbation Theory (LPT) model used in
Samushia et al. (2013), . We have seen marginal improvement in
the measurement uncertainty compared to the previous analyses.
This is the first use of CLPT-GSRSD to measure both cosmology
and growth from the galaxy redshift survey. It has been used by
Howlett et al. (2015) to measure the growth rate with fixed cosmol-
ogy for SDSS main galaxy sample. We couldn’t use our model at
smaller scales because our mocks cannot be trusted in this range. In
the future we may be able to extend this model to scales as low as
20 h−1Mpc if a reliable technique to test them on realistic mocks
can be developed.

The linear growth factor has been measured in many redshift
surveys between redshift of 0 and 1. Our measurement provides an
important data point to study the evolution of the linear growth fac-
tor with redshift. The absolute value of fσ8 and its evolution with
redshift is quite sensitive to the model of gravity. These measure-
ments will provide a good test of the general theory of relativity
and the standard model of cosmology on the largest distance and
time scales. It is possible to use these measurements to constrain
flatness of the universe and the dark energy equation of state pa-
rameter. These measurements also have the ability to constrain the
parameters of alternate theories of gravity and dark energy.

The next-generation surveys are going to be even more power-
ful, which will provide better measurement of correlation function
and measurement of fσ8, hence better understanding of cosmol-
ogy and gravity. The error in the measurement of the correlation
function is much smaller at small scales, which has not yet been ex-
plored in this paper due to our inability to test the theoretical model
in this range. We can tap into the potential of small-scale clustering
using RSD measurement when we can model the nonlinear cluster-
ing at small scale either analytically or using fast simulations.

We would like to thank Lile Wang, Martin White and Beth
Reid for providing the CLPT-GSRSD code. We also thank Keisuke
Osumi for providing systematic weighted correlation functions as
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Figure 5. Two-dimensional 68% (1σ) and 95% (2σ) confidence limits ob-
tained on fσ8—bσ8 and DA—H at effective redshift of 0.57 recovered
from Planck CMB and CMASS (ξ0,2) datasets with peak background split
assumption.

Figure 6. Comparison of fσ8 with other analysis on the same DR11
CMASS sample. The blue point present the result from our analysis.
Our measurement is consistent with other clustering analysis and Planck
ΛCDM-GR prediction.

distribution model and Planck best fit cosmology and measured
fσ8(z = 0.57) = 0.45 ± 0.011. Reid et al. (2014) provides the
strongest constraint on the growth rate but this analysis has signifi-
cant modeling and cosmological assumptions. More et al. (2014)
measured the constraint on Ωm and σ8 using a combination of
abundance, clustering and galaxy-galaxy lensing. They have re-
ported a constraint on fσ8 by assuming the General Relativity lin-
ear theory prediction for growth rate (f = Ω0.545

m ). Our measure-
ment is competitive with all RSD measurements from large scale.

7 DISCUSSION

We have presented an analysis of Redshift Space Distortion (RSD)
using the SDSS-III BOSS DR11 CMASS sample, and have mea-
sured the monopole and quadruple moments of galaxy auto corre-
lation function at effective redshift of 0.57. We have used CLPT-
GSRSD to model the Legendre moments of redshift space galaxy
auto correlation function. The model used here does not work
at small scales due to non-linearity, and measurement of corre-
lation function from data shows systematic error at large scales.
Therefore, we have adopted a conservative fitting scale between 30
h−1Mpc and 126 h−1Mpc, which we chose with the aid of a suite
of perturbation theory mocks. Our measurements of linear growth
rate (fσ8), angular diameter distance (DA) and Hubble constant
(H) at effective redshift of 0.57 don’t assume ΛCDM-GR evolu-
tion by virtue of using Alcock-Paczynski parameters (α∥,α⊥) in-
dependent of cosmology at current epoch (z = 0). This approach

makes these measurements suitable to test the predictions of vari-
ous alternate models of gravity and cosmology.

Our results are consistent with Samushia et al. (2013), who
performed a similar analysis on the same data set. However, the
perturbation theory models used in the two analyses are different.
Our model (CLPT) performed better on N-body simulation com-
pared to the Lagrangian Perturbation Theory (LPT) model used in
Samushia et al. (2013), . We have seen marginal improvement in
the measurement uncertainty compared to the previous analyses.
This is the first use of CLPT-GSRSD to measure both cosmology
and growth from the galaxy redshift survey. It has been used by
Howlett et al. (2015) to measure the growth rate with fixed cosmol-
ogy for SDSS main galaxy sample. We couldn’t use our model at
smaller scales because our mocks cannot be trusted in this range. In
the future we may be able to extend this model to scales as low as
20 h−1Mpc if a reliable technique to test them on realistic mocks
can be developed.

The linear growth factor has been measured in many redshift
surveys between redshift of 0 and 1. Our measurement provides an
important data point to study the evolution of the linear growth fac-
tor with redshift. The absolute value of fσ8 and its evolution with
redshift is quite sensitive to the model of gravity. These measure-
ments will provide a good test of the general theory of relativity
and the standard model of cosmology on the largest distance and
time scales. It is possible to use these measurements to constrain
flatness of the universe and the dark energy equation of state pa-
rameter. These measurements also have the ability to constrain the
parameters of alternate theories of gravity and dark energy.

The next-generation surveys are going to be even more power-
ful, which will provide better measurement of correlation function
and measurement of fσ8, hence better understanding of cosmol-
ogy and gravity. The error in the measurement of the correlation
function is much smaller at small scales, which has not yet been ex-
plored in this paper due to our inability to test the theoretical model
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using RSD measurement when we can model the nonlinear cluster-
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Growth rate degenerate with bias8 Alam et al.

Figure 5. Two-dimensional 68% (1σ) and 95% (2σ) confidence limits ob-
tained on fσ8—bσ8 and DA—H at effective redshift of 0.57 recovered
from Planck CMB and CMASS (ξ0,2) datasets with peak background split
assumption.

Figure 6. Comparison of fσ8 with other analysis on the same DR11
CMASS sample. The blue point present the result from our analysis.
Our measurement is consistent with other clustering analysis and Planck
ΛCDM-GR prediction.

distribution model and Planck best fit cosmology and measured
fσ8(z = 0.57) = 0.45 ± 0.011. Reid et al. (2014) provides the
strongest constraint on the growth rate but this analysis has signifi-
cant modeling and cosmological assumptions. More et al. (2014)
measured the constraint on Ωm and σ8 using a combination of
abundance, clustering and galaxy-galaxy lensing. They have re-
ported a constraint on fσ8 by assuming the General Relativity lin-
ear theory prediction for growth rate (f = Ω0.545

m ). Our measure-
ment is competitive with all RSD measurements from large scale.

7 DISCUSSION

We have presented an analysis of Redshift Space Distortion (RSD)
using the SDSS-III BOSS DR11 CMASS sample, and have mea-
sured the monopole and quadruple moments of galaxy auto corre-
lation function at effective redshift of 0.57. We have used CLPT-
GSRSD to model the Legendre moments of redshift space galaxy
auto correlation function. The model used here does not work
at small scales due to non-linearity, and measurement of corre-
lation function from data shows systematic error at large scales.
Therefore, we have adopted a conservative fitting scale between 30
h−1Mpc and 126 h−1Mpc, which we chose with the aid of a suite
of perturbation theory mocks. Our measurements of linear growth
rate (fσ8), angular diameter distance (DA) and Hubble constant
(H) at effective redshift of 0.57 don’t assume ΛCDM-GR evolu-
tion by virtue of using Alcock-Paczynski parameters (α∥,α⊥) in-
dependent of cosmology at current epoch (z = 0). This approach

makes these measurements suitable to test the predictions of vari-
ous alternate models of gravity and cosmology.

Our results are consistent with Samushia et al. (2013), who
performed a similar analysis on the same data set. However, the
perturbation theory models used in the two analyses are different.
Our model (CLPT) performed better on N-body simulation com-
pared to the Lagrangian Perturbation Theory (LPT) model used in
Samushia et al. (2013), . We have seen marginal improvement in
the measurement uncertainty compared to the previous analyses.
This is the first use of CLPT-GSRSD to measure both cosmology
and growth from the galaxy redshift survey. It has been used by
Howlett et al. (2015) to measure the growth rate with fixed cosmol-
ogy for SDSS main galaxy sample. We couldn’t use our model at
smaller scales because our mocks cannot be trusted in this range. In
the future we may be able to extend this model to scales as low as
20 h−1Mpc if a reliable technique to test them on realistic mocks
can be developed.

The linear growth factor has been measured in many redshift
surveys between redshift of 0 and 1. Our measurement provides an
important data point to study the evolution of the linear growth fac-
tor with redshift. The absolute value of fσ8 and its evolution with
redshift is quite sensitive to the model of gravity. These measure-
ments will provide a good test of the general theory of relativity
and the standard model of cosmology on the largest distance and
time scales. It is possible to use these measurements to constrain
flatness of the universe and the dark energy equation of state pa-
rameter. These measurements also have the ability to constrain the
parameters of alternate theories of gravity and dark energy.

The next-generation surveys are going to be even more power-
ful, which will provide better measurement of correlation function
and measurement of fσ8, hence better understanding of cosmol-
ogy and gravity. The error in the measurement of the correlation
function is much smaller at small scales, which has not yet been ex-
plored in this paper due to our inability to test the theoretical model
in this range. We can tap into the potential of small-scale clustering
using RSD measurement when we can model the nonlinear cluster-
ing at small scale either analytically or using fast simulations.
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First measured using galaxy lensing

wgg(R) (Fig. 1b), measured from the LRG sample for scales
R 5 1.2h21–47h21 Mpc. To achieve a high signal-to-noise ratio in
the lensing profile, we stack together shape measurements15 of more
than 3 3 107 source galaxies (see Supplementary Information for
details). To calculate wgg(R), we use a standard method of counting
galaxy pairs and comparing the result with that for a randomly dis-
tributed sample16.

Figure 2 shows our estimate of EG(R), with 1s error bars that
include the error in the measurement of b. We choose the minimum
scale, R0 5 1.5h21 Mpc, to be close to the typical virial radius of the
haloes of the most massive LRGs, above which we expect the distri-
bution of galaxies to trace that of the dark matter, but our results are
not very sensitive to this particular choice of R0. To estimate errors in
EG(R) while accounting for any correlations between radial bins, we
use jackknife resampling of 34 galaxy subsamples from equal-area
regions in the sky. To obtain numerical corrections accounting for
the effect of scale-dependent galaxy bias and other systematic effects,
we use a suite of dark-matter simulations17 that have been populated
with galaxies using the HOD model18 that best reproduces the obser-
vations (Fig. 1 and Supplementary Information). The correction
factors that we obtain are well below the statistical uncertainty in EG.

We take the average of EG(R) over scales R 5 10h21–50h21 Mpc,
accounting for correlations in the data, and find it to be
ÆEGæ 5 0.392 6 0.065 (1s) (grey shaded region in Fig. 2). The 16%
error in EG is dominated by the 11% statistical error in b and the 12%
statistical error in the galaxy–galaxy lensing signal. In addition, there
is a 5% lensing calibration uncertainty15. As detailed in the Sup-
plementary Information, systematic effects on EG are least important
on length scales R . 10h21 Mpc, so the results are most robust there.
We note that the average for R 5 2h21–50h21 Mpc yields a result,
ÆEGæ 5 0.40 6 0.07, consistent with that above.

The general relativistic prediction is EG 5 Vm,0/f(z) 5 0.408 6 0.029
at redshift z 5 0.32, where f(z) < Vm(z)0.55 < 0.629 and Vm(z) is the
matter density parameter at redshift z. The allowed range is determined
by the size of current uncertainties on Vm,0 5 0.2565 6 0.018 (ref. 19).
The data are consistent with this prediction over the range of scales we
consider (Fig. 2, solid line and GR 1LCDM bar). Unfortunately, pro-
viding model-independent constraints on the gravitational slip is com-
plicated, because changes in the gravitational slip will in turn affect the
rate of growth of structure. What is clear is that there is no evidence for
a non-zero gravitational slip from our data. Thus, we find no deviation
from general relativity on length scales 1011 times greater than those for
which classical tests20 have been performed.

We also compare our constraint on EG with predictions from two
viable modified theories of gravity: tensor–vector–scalar theory5 and
f( ) theory6 (Fig. 2, TeVeS and f( ) bars). Models of f( ) theory21 that
are designed to reproduce the observed cosmic expansion
history with a specific model for the gravitational slip predict that
EG 5 0.328–0.365 (Supplementary Information). The data favour
slightly higher values, but are consistent with this predicted range.
These models can be tested in the near future; limits on EG will
improve as a result of the larger data sets and better control of sys-
tematic errors allowed by the next generation of galaxy surveys.
Nevertheless, even with the current limits, we can tentatively rule
out particular models. For example, a particular tensor–vector–scalar
model1 predicts that EG 5 0.22, which is lower than the observed
value by more than 2.5s. Whether this result rules out the entire class
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Figure 1 | Probes of large-scale structure measured from 70,000 LRGs.
a, b, Observed radial profiles for two complementary probes, galaxy–galaxy
lensing (a) and galaxy clustering (b), are shown for scales
R 5 1.2h21–47h21 Mpc (open circles). The error bars (1s) are estimated
from jackknife resampling of 34 equal-area regions in the sky. Profiles
measured from mock galaxy catalogues are also shown (solid curves). To
generate the mock galaxy catalogues, we use a standard five-parameter halo
occupation distribution (HOD) model with two parameters related to the
assignment of central galaxies and three parameters related to the
distribution of satellite galaxies (see Supplementary Information for more
details). To fix the HOD model parameters, we require the galaxy number
density to match the observed value and find the best joint fit to the observed
galaxy–galaxy lensing and galaxy clustering profiles. Despite this tuning, it is
remarkable that this simple model is able to reproduce both the overall shape
and particular features of the observed profiles.
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Figure 2 | Comparison of observational constraints with predictions from
general relativity and viable modified theories of gravity. Estimates of
EG(R) with error bars (1s) including the statistical error in the measurement
of b (ref. 14). The grey shaded region is the 1s envelope of the mean EG on
scales R 5 10h21–50h21 Mpc, where the systematic effects are least
important (Supplementary Information). The horizontal line shows the
mean prediction of general relativity, EG 5 Vm,0/f(z), at the effective redshift
of the measurement, z 5 0.32. On the right-hand side of the panel, labelled
vertical bars show the predicted ranges from three different gravity theories:
general relativity (GR) plus L cold dark matter (LCDM) model
(EG 5 0.408 6 0.029 (1s)); a class of cosmologically interesting models in
f( ) theory with Compton-wavelength parameters21 B0 5 0.001–0.1
(EG 5 0.328–0.365); and a tensor–vector–scalar (TeVeS) model1 designed to
match existing cosmological data and to produce a significant enhancement
of the growth factor (EG 5 0.22, shown with a nominal error bar of 10% for
clarity).
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EG measurements consistent with GR and f(R) gravity

RCSLenS: gravitational physics through cross-correlation 17

Figure 14. The annular differential surface density statistic for the galaxy-mass cross-correlation, Υgm(R,R0), measured for the different
combinations of lens-source datasets assuming R0 = 1.5h−1 Mpc. We also plot the best-fitting model for each cross-correlation using
both the wp(R) and ∆Σ(R) measurements. The errors are based on measurements for a set of 374 mock catalogues. The horizontal
dotted line marks Υgm = 0.

Figure 15. EG(R) measurements in two independent redshift bins 0.15 < z < 0.43 and 0.43 < z < 0.7, after combining the results
from the different cross-correlations. In the former case, the measurements of Reyes et al. (2010) are plotted as the open circles for
comparison. The horizontal solid lines are the prediction of standard gravity, EG = Ωm/f , for our fiducial model Ωm = 0.27. The
horizontal dotted lines indicate the 1-σ variation that would result given ∆Ωm = 0.02, which is indicative of both the WMAP and
Planck error in determining this parameter. We note that the data points are correlated, with a covariance matrix displayed in Figure
16.

RCSLenS producing the most and least accurate determi-
nations, respectively.

As a cross-check of the methodology we performed the
same fits to the ∆Σ(R) measurements from the mock cat-
alogues for all the combinations of source-lens datasets, us-
ing the full-survey realizations including masks. The aver-
age parameter measurement across the realizations is σ8 =

0.80 ± 0.03 with average value of χ2/dof = 50.5/47, com-
pared to the input parameter value σ8 = 0.826. The slight
offset of the fit to lower values than the input is due to the
artificial reduction in the clustering amplitude of high-bias
mocks constructed via Equation 36, as discussed in Section
5. For b = 1 mocks we recover the input cosmology within
the statistical error in the mean.
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Figure 14. The annular differential surface density statistic for the galaxy-mass cross-correlation, Υgm(R,R0), measured for the different
combinations of lens-source datasets assuming R0 = 1.5h−1 Mpc. We also plot the best-fitting model for each cross-correlation using
both the wp(R) and ∆Σ(R) measurements. The errors are based on measurements for a set of 374 mock catalogues. The horizontal
dotted line marks Υgm = 0.

Figure 15. EG(R) measurements in two independent redshift bins 0.15 < z < 0.43 and 0.43 < z < 0.7, after combining the results
from the different cross-correlations. In the former case, the measurements of Reyes et al. (2010) are plotted as the open circles for
comparison. The horizontal solid lines are the prediction of standard gravity, EG = Ωm/f , for our fiducial model Ωm = 0.27. The
horizontal dotted lines indicate the 1-σ variation that would result given ∆Ωm = 0.02, which is indicative of both the WMAP and
Planck error in determining this parameter. We note that the data points are correlated, with a covariance matrix displayed in Figure
16.

RCSLenS producing the most and least accurate determi-
nations, respectively.

As a cross-check of the methodology we performed the
same fits to the ∆Σ(R) measurements from the mock cat-
alogues for all the combinations of source-lens datasets, us-
ing the full-survey realizations including masks. The aver-
age parameter measurement across the realizations is σ8 =

0.80 ± 0.03 with average value of χ2/dof = 50.5/47, com-
pared to the input parameter value σ8 = 0.826. The slight
offset of the fit to lower values than the input is due to the
artificial reduction in the clustering amplitude of high-bias
mocks constructed via Equation 36, as discussed in Section
5. For b = 1 mocks we recover the input cosmology within
the statistical error in the mean.
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CMB lensing has advantages over 
galaxy lensing

• Probes the integrated matter 
distribution out to last-scattering 
surface of the CMB

• Precise, well-defined source plane

• High source redshift

• No intrinsic alignments, astro 
systematics in CMB

Image Credit: ESA

Pullen, Alam & Ho 2015
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- Galaxy redshifts from spectra

- Expensive but necessary for 
RSD

- EG errors of 2% (Planck) or 
1% (Adv. ACTPol)

- CMB-S4 is ~10% better       
(cosmic variance limited)

- Constrains chameleon gravity

Dark Energy Spectroscopic Instrument

z

E G
(z

)

Spectroscopic Surveys

Credit: Pullen, Alam & Ho 2015

DESI x Planck/AdvACT Lensing



LSST, Ross et al. 2011, Asorey et al. 2014

z

E G
(z

)

Photometric Surveys

Credit: Pullen, Alam & Ho 2015

LSST x Planck/AdvACT Lensing



- Galaxy redshifts from colors

LSST, Ross et al. 2011, Asorey et al. 2014

z

E G
(z

)

Photometric Surveys

Credit: Pullen, Alam & Ho 2015

LSST x Planck/AdvACT Lensing



- Galaxy redshifts from colors

- Less precise but inexpensive!

LSST, Ross et al. 2011, Asorey et al. 2014

z

E G
(z

)

Photometric Surveys

Credit: Pullen, Alam & Ho 2015

LSST x Planck/AdvACT Lensing



- Galaxy redshifts from colors

- Less precise but inexpensive!

- Assumes photo RSD errors of 
~8% over Δz ~ 0.1.

LSST, Ross et al. 2011, Asorey et al. 2014

z

E G
(z

)

Photometric Surveys

Credit: Pullen, Alam & Ho 2015

LSST x Planck/AdvACT Lensing



- Galaxy redshifts from colors

- Less precise but inexpensive!

- Assumes photo RSD errors of 
~8% over Δz ~ 0.1.

- EG errors of 1% (Planck) or 
less (Adv. ACTPol, CMB-S4)

LSST, Ross et al. 2011, Asorey et al. 2014

z

E G
(z

)

Photometric Surveys

Credit: Pullen, Alam & Ho 2015

LSST x Planck/AdvACT Lensing



- Galaxy redshifts from colors

- Less precise but inexpensive!

- Assumes photo RSD errors of 
~8% over Δz ~ 0.1.

- EG errors of 1% (Planck) or 
less (Adv. ACTPol, CMB-S4)

- Discriminates current f(R) by 
15σ; can probe 100x lower!

LSST, Ross et al. 2011, Asorey et al. 2014
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In Short…

Photometric surveys (number density) outperform 
spectroscopic surveys (precise redshifts), but both could 
yield useful gravity constraints!
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Neglecting the lensing terms also a↵ects the galaxy-galaxy auto-spectrum. The e↵ect
is however smaller than that on convergence-galaxy cross-spectrum. In Fig. 2 we show the
contribution from di↵erent terms to the signal. The e↵ect of the new terms at ` > 100 is on
the level of 2% for zg = 0.57 and only slightly larger for zg = 1.5. Notice that the sign of the
relative error changes, i.e. at lower redshift, including the other contributions in addition to
the ‘density-density’ term, reduces the galaxy-galaxy spectrum while for the higher redshift,
it is increased. This is due to the fact that while at lower redshift, the RSD contribution
and also the lens-lens term which are both positive are negligible for ` > 50, while at higher
redshift these contributions, especially the lens-lens term become more important and more
than compensate the negative dens-lens term so that now there is an increase in the galaxy-
galaxy spectrum with respect to only accounting for the ‘dens-dens’ term.

In Fig. 3 we plot the relative error on Eg defined as

�Eg

Eg
= 1�

Cdens�dens
l

C lens�dens
l

C lens�all
l

Call�all
l

. (3.2)

Including the additional terms in the convergence-galaxy and galaxy-galaxy cross and auto
spectra, renders the Eg scale-dependent and induces an error of about (2� 3)% at z = 0.57
and of about (30�45)% at z = 1.5. Moreover as mentioned previously, including these terms
makes Eg bias-dependent.

Figure 3. The relative error of the Eg for z = 0.57 on the left and z = 1.5 on the right. The choice
of dN/dz is the same as in the previous plots.

4 Conclusions

The Eg statistics which combines the information from lensing, galaxy clustering and RSD
observables into a single statistics, has been proposed and used as a promising measure
to constrain deviations from GR. As the precision of the measurements is increasing, the
importance of some of the e↵ects that have been conventionally neglected in theoretical
predictions of Eg must be reconsidered. In this short paper, we point out to one such
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4 Conclusions

The Eg statistics which combines the information from lensing, galaxy clustering and RSD
observables into a single statistics, has been proposed and used as a promising measure
to constrain deviations from GR. As the precision of the measurements is increasing, the
importance of some of the e↵ects that have been conventionally neglected in theoretical
predictions of Eg must be reconsidered. In this short paper, we point out to one such
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Neglecting the lensing terms also a↵ects the galaxy-galaxy auto-spectrum. The e↵ect
is however smaller than that on convergence-galaxy cross-spectrum. In Fig. 2 we show the
contribution from di↵erent terms to the signal. The e↵ect of the new terms at ` > 100 is on
the level of 2% for zg = 0.57 and only slightly larger for zg = 1.5. Notice that the sign of the
relative error changes, i.e. at lower redshift, including the other contributions in addition to
the ‘density-density’ term, reduces the galaxy-galaxy spectrum while for the higher redshift,
it is increased. This is due to the fact that while at lower redshift, the RSD contribution
and also the lens-lens term which are both positive are negligible for ` > 50, while at higher
redshift these contributions, especially the lens-lens term become more important and more
than compensate the negative dens-lens term so that now there is an increase in the galaxy-
galaxy spectrum with respect to only accounting for the ‘dens-dens’ term.

In Fig. 3 we plot the relative error on Eg defined as

�Eg

Eg
= 1�

Cdens�dens
l

C lens�dens
l

C lens�all
l

Call�all
l

. (3.2)

Including the additional terms in the convergence-galaxy and galaxy-galaxy cross and auto
spectra, renders the Eg scale-dependent and induces an error of about (2� 3)% at z = 0.57
and of about (30�45)% at z = 1.5. Moreover as mentioned previously, including these terms
makes Eg bias-dependent.

Figure 3. The relative error of the Eg for z = 0.57 on the left and z = 1.5 on the right. The choice
of dN/dz is the same as in the previous plots.

4 Conclusions

The Eg statistics which combines the information from lensing, galaxy clustering and RSD
observables into a single statistics, has been proposed and used as a promising measure
to constrain deviations from GR. As the precision of the measurements is increasing, the
importance of some of the e↵ects that have been conventionally neglected in theoretical
predictions of Eg must be reconsidered. In this short paper, we point out to one such
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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Intensity Mapping for EG
• Mapping the intensity of spectral 

lines will provide high sampling 
of LSS

• No magnification bias - surface 
brightness conserved

• Ideal for EG measurements!

• SKA would measure EG with 
similar errors as LSST without 
photo-z’s!

Credit: Pourtsidou 2016
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4.3 H I IM clustering × CMB/21-cm lensing

In this section we will investigate the combination of H I clustering
surveys using the IM method with CMB and 21-cm lensing surveys.
As shown in Pourtsidou et al. (2016), there are exciting prospects
for performing clustering measurements using IM surveys with the
SKA and its pathfinders. Note that we will assume a 10 per cent error
in the RSD parameter β measurement, which is a very conservative
estimate of the level of precision that should be achievable with an
IM survey using SKA1_Mid (Bull 2016; Raccanelli et al. 2015).

We will start by considering the SKA1_Mid instrument in single-
dish (sd) mode. An important point we need to stress is that the range
of scales probed depending on the mode the instrument operates
in (single dish or interferometer) is different. Using the single-
dish mode we can probe very large scales, hence we are going to
use ℓmin = 10 and ℓmax = 2πDdish/λ for our forecasts (Bull et al.
2015). For example, ℓmax ∼ 220 at z ∼ 1. Using the full Planck
map we find SNR = 34. Since the results are not competitive with
our previous forecasts, and because of the issue of possibly severe
systematic uncertainties when probing ultra-large angular scales
(like in the single-dish mode), we are going to move on to consider
the interferometer mode.

Using SKA1_Mid in interferometer mode we get much better re-
sults. In this case we can let ℓmax = 500 like in the case of the optical
galaxy surveys we analysed above, while the minimum multipole at
each redshift is ℓmin = 2πDdish/λ. This gives ℓmin ∼ 330 at z ∼ 0.3
and ℓmin ∼ 110 at z ∼ 3, while ℓmin = 100 for the optical galaxy
surveys. Using the full Planck map we find SNR = 92, while with
COrE we reach SNR = 200, achieving fractional errors <1 per cent
in the EG measurements. This result implies that (assuming the
problem of foreground contamination is alleviated) Phase 1 of the
SKA can perform an IM survey with H I clustering measurements
that are directly competitive with the galaxy clustering precision
measurements by LSST. Note that considering Phase 2 of the SKA
(which we model like SKA1 but with the noise level decreased by
an order of magnitude) does not considerably improve the results,
as the CMB lensing and β errors dominate. Our forecasts for the
measurement errors using the interferometer mode are shown in the
top panel of Fig. 3.

Finally, we consider the case where H I clustering measurements
performed with SKA1_Mid are combined with the 21-cm EoR lens-
ing case we studied previously using an SKA_Low-like instrument.
We find SNR = 227, with fractional errors in the EG measurements
below 1 per cent. Our forecasts for the measurement errors for this
case are shown in the bottom panel of Fig. 3.

As we have already mentioned, our SNR and χ rms results are
summarized in Table 1. We can see that we are able to differentiate
between GR and MG at the level of several σ in a number of cases.
The discriminating power of the measurements we have considered
is larger for the Chameleon model, as it does not converge to the GR
value at high redshifts (z > 1), while the modified growth model
does. We will further comment on our results in Section 5. Before
we conclude, we will show the clustering and noise terms for the
various surveys we have considered.

4.4 Noise terms comparison

To consolidate our results, we compare the noise terms used for the
various survey combinations studied in this work.

The top panel of Fig. 4 compares the tracer density power spec-
tra and noise terms for DES (dot–dashed magenta line), LSST
(dashed red line), SKA1_Mid single-dish mode (dotted green line)

Figure 3. EG forecasts using the SKA1_Mid instrument cross-correlated
with the final Planck lensing map and with the COrE-like lensing map (top)
and the SKA_Low-like 21-cm lensing EoR map (bottom). The Chameleon
and modified growth predictions are also shown.

and SKA1_Mid interferometer mode (solid black line) for the bin
with central redshift zc = 1. Here, we note that because of the
non-uniform n(ℓ) antennas distribution the SKA1_Mid (int) noise
curve is flat at large scales while at smaller scales (which we do
not show here as they are not used) it increases as ∼ℓ2. Therefore,
at the scales of interest for EG the SKA1_Mid (int) instrument has
its minimum thermal noise value; however, the minimum ℓ-scale
it can probe is larger than the one of the optical galaxy surveys
considered. The solid black curve is the angular power spectrum
Cδδ = CδH IδH I /b2

H I = Cδgδg/b2
g at zc = 1.

The bottom panel of Fig. 4 compares the lensing convergence
power spectra and noise terms for the COrE-like satellite (blue
dot–dashed line) and the SKA_Low-like interferometer (dashed
black line). As we have already mentioned, the Planck noise is
approximately one order of magnitude higher than COrE, while the
SKA2_Mid noise level for H I sources at zs = 3 is about three times
higher than COrE (and, of course, the lensing convergence power
spectrum is also lower at lower redshifts).

5 D I S C U S S I O N A N D C O N C L U S I O N S

In this work we considered H I IM clustering and lensing as probes
of the clustering bias-free EG statistic which can be used to test
GR on cosmological scales. We forecasted the ability of various
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EG Preparation Program

• Optimize CMB/LSS survey match for EG measurement 

• Measure growth rate/EG using a photo-z survey (DES/
LSST) or low-res spectroscopy 

• Consider joint CMB lensing & galaxy lensing 

• Predict EG/constraints for modern modified gravity 
theories, e.g. massive gravity, galileons, Horndeski, etc. 

• Plan for CMB lensing x intensity mapping studies
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We measure EG using CMB lensing

Image Credit: ESA

• CMB photons are gravitationally 
lensed by LSS

• Lensing convergence is 
reconstructed from CMB maps

• Probes the integrated matter 
distribution out to last-scattering 
surface of the CMB

• Our paper first formalism/forecasts 
of CMB lensing as EG probe

Pullen, Alam & Ho 2015



CMB-S4 Science Book

66 CMB Lensing

B-mode polarization signal. With precise measurements, this lensing-induced noise can be characterized and
removed in a procedure known as “delensing.” Because B-mode polarization measurements from CMB-S4
are expected to be lensing-noise dominated, delensing will be critical to maximize the information we can
infer about cosmic inflation; see the discussion in Section 5.4.

We discuss systematics from astrophysical and instrumental e↵ects that can impact the lensing signal as
well as ways to mitigate them in Section 5.5. Section 5.6 describes forecasted parameter constraints when
including CMB lensing measurements as well as the instrument requirements for CMB-S4 to maximize the
science gain from CMB lensing.

5.2 Measuring CMB Lensing

5.2.1 Constructing a Lensing Map

A map of the CMB lensing deflection field is a direct probe of the projected matter distribution that exists
in the observable Universe. This lensing map is a fundamental object for nearly all areas of CMB lensing
science: it is used to measure the lensing power spectrum, measure cross correlations between CMB lensing
and external data sets, and to de-lens maps of the B-mode polarization.

Figure 14. Signal and noise-per-mode curves for three experiments. “Stage 2” is meant to represent a
current-generation survey like SPTpol or ACTPol and has �T = 9µK-’; “Stage 3” is an imminent survey
like SPT-3G or AdvACT, with �T = 5µK-’; and “Stage 4” has a nominal noise level of �T = 1µK-’. These
noise-per-mode curves do not depend on the area of sky surveyed. All experiments assume a 1.4’ beam.

To date, all maps of the lensing field have been constructed using the quadratic estimator by Hu & Okamoto
2002. This estimator uses information about the o↵-diagonal mode-coupling in spherical harmonic space
that lensing induces to reconstruct the deflection field. An estimate for the amount of lensing on a given
scale is obtained by averaging over pairs of CMB modes in harmonic space separated by this scale. CMB-S4

CMB-S4 Science Book



Probing gravity through CMB lensing 4331

Table 2. Forecasts of the SNR and χrms =
√

χ2 between GR and f(R) or chameleon gravity for EG measurements from various
current and upcoming surveys. For f(R) gravity, we assume B0 = 5.65 × 10−5. For chameleon gravity, the first column assumes
B0 = 3.2 × 10−4 with β1 and s set to the base model, and the second column assumes β1 = 1.1 with B0 and s set to the base model
(see the beginning of Section 4).

Survey (Galaxy × CMB lensing) z SNR χ rms[f(R)] χ rms[Cham, B0] χ rms[Cham, β1]

BOSS CMASS × Planck (current) 0.43–0.7 9.3 0.40 0.53 0.52
BOSS LOWZ × Planck (current) 0.15–0.43 5.2 0.42 0.42 0.30
BOSS QSOs × Planck (current) 2.1–3.5 6.8 0.051 0.042 0.26
BOSS (CMASS+LOWZ+QSOs) × Planck (current) – 13 0.58 0.68 0.65
DESI ELGs × Planck (full) 0.6–1.7 31 0.51 0.84 1.5
DESI LRGs × Planck (full) 0.6–1.2 23 0.55 0.83 1.1
DESI QSOs × Planck (full) 0.6–1.9 25 0.29 0.52 1.2
DESI (ELG+LRG+QSO) × Planck (full) – 46 0.80 1.3 2.2
DESI ELGs × Advanced ACTPol 0.6–1.7 73 1.4 2.3 3.6
DESI LRGs × Advanced ACTPol 0.6–1.2 56 1.8 2.5 2.9
DESI QSOs × Advanced ACTPol 0.6–1.9 50 0.66 1.1 2.4
DESI (ELG+LRG+QSO) × Advanced ACTPol – 105 2.4 3.6 5.2
Euclid (spectro) × Planck (full) 0.5–2.0 41 0.96 1.4 2.1
Euclid (spectro) × Advanced ACTPol 0.5–2.0 83 2.4 3.2 4.1
WFIRST × Planck (full) 1.05–2.9 20 0.12 0.21 0.91
WFIRST × Advanced ACTPol 1.05–2.9 44 0.28 0.55 2.0
DES × Planck (full) 0.0–2.0 35 1.2 1.3 1.7
DES × Advanced ACTPol 0.0–2.0 78 3.0 3.3 3.9
LSST × Planck (full) 0.0–2.5 84 5.1 5.2 6.0
LSST × Advanced ACTPol 0.0–2.5 189 15 15 16
Euclid (photo) × Planck (full) 0.0–3.7 90 4.9 5.1 5.9
Euclid (photo) × Advanced ACTPol 0.0–3.7 205 15 15 16

only at lower redshifts, greatly suppressing the utility of the quasar
measurement and slightly increasing the utility of the LOWZ mea-
surement. χrms =

√
χ2 for CMASS and LOWZ are both less than

unity, implying that these surveys are not able to significantly tighten

Figure 3. EG forecasts for BOSS galaxy surveys cross-correlated with the
current Planck CMB lensing map, in comparison with the latest measure-
ment of EG using galaxy–galaxy lensing (Reyes et al. 2010). Note that we do
not translate their EG measurement from the WMAP3 cosmology (Spergel
et al. 2007) to the cosmology we assume. The band around the GR pre-
diction corresponds to the likelihood function of EG based on Planck and
BOSS constraints on cosmological parameters. The EG predictions for f(R)
gravity and chameleon gravity are averaged over the wavenumber range at
every redshift corresponding to 100 < ℓ < 500, the range used for CMASS.
The dashed lines show chameleon gravity predictions for higher and lower
values of β1. These surveys are not sensitive enough to tighten constraints
on f(R) gravity set by current measurements.

Table 3. Properties of the Advanced ACTPol
CMB survey. Note that the area of the survey is
20 000 deg2 and we assume $P = $T

√
2.

Centre freq. $T (µK-arcmin)a θ res (arcmin)

90 GHz 7.8 2.2
150 GHz 6.9 1.3
230 GHz 25 0.9

Note. aPer resolved pixel.

constraints on B0. The sensitivity to chameleon gravity is only
slightly better, in that CMASS, LOWZ, and BOSS QSOs together
could differentiate models with very high (or low) values of β1 from
GR due to the rapid evolution of EG with β1.

4.2 Upcoming spectroscopic surveys

We now consider upcoming spectroscopic surveys. We consider
two cases for the CMB lensing map, including (1) the full Planck
CMB lensing map and (2) the Advanced ACTPol5 CMB lensing
map. In both cases, we assume that the CMB lensing maps will
be estimated using the temperature map and both E and B polar-
ization maps, and we assume the B map only contains noise. We
predict the noise in the Planck lensing map assuming the detector
sensitivity and beam sizes listed in the Planck Bluebook (Planck
Collaboration 2006). Advanced ACTPol will survey 20 000 deg2,
and its increased temperature and polarization sensitivity will create
a CMB lensing map that is an order of magnitude more sensitive
than Planck. The specifications we use for Advanced ACTPol are
listed in Table 3. For spectroscopic surveys, we consider the DESI
emission line galaxy (ELG), LRG, and quasar surveys, as well as the

5 Private communication with Advanced ACTPol team.

MNRAS 449, 4326–4335 (2015)
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Testing gravity with H I intensity mapping 1461

Table 1. Forecasts of the SNR and χrms =
√

χ2 between GR and the MG models under consideration for the various survey combinations we consider. For
the chameleon gravity model we set (B0, s, β1) = (0.4, 4, 1.2), while for the modified growth model we use γ L = 0.65 (see text for further details).

Survey zc zs SNR χ rms[Cham] χ rms[γ L]

DES × Planck (full) 0.0–2.0 zcmb 41 4.3 1.5
DES × COrE-like 0.0–2.0 zcmb 85 8.9 3.0
LSST × Planck (full) 0.0–2.5 zcmb 95 10.1 3.1
LSST × CoRE-like 0.0–2.5 zcmb 198 21.1 6.4
LSST × SKA_Low-like 0.0–2.5 zEoR = 7 238 25.0 8.9
LSST × SKA1_Mid 0.0–2.5 3 47 4.8 2.1
LSST × SKA2_Mid 0.0–2.5 3 127 12.9 5.8
SKA1_Mid(sd) × Planck (full) 0.35–3.0 zcmb 34 3.5 1.3
SKA1_Mid × Planck (full) 0.35–3.0 zcmb 92 10.6 2.0
SKA1_Mid × CoRE-like 0.35–3.0 zcmb 200 23.1 4.6
SKA1_Mid × SKA_Low-like 0.35–3.0 zEoR = 7 227 25.3 6.0

Figure 1. EG forecasts for the DES (top) and LSST (bottom) photometric
optical galaxy surveys cross-correlated with the final Planck lensing map
and with the COrE-like lensing map. The Chameleon and modified growth
predictions are also shown.

half of the sky in ttot = 10 000 hrs. Current SKA_Low plans include
scanning a very small sky area so our chosen survey strategy is
very optimistic, but we feel it is worth demonstrating the science
potential of such an instrument. Another very interesting possibility
if the proposed survey strategy is followed is constraining the stan-
dard cosmological parameters using 21-cm lensing measurements
(Metcalf & White 2009).

In our forecasts the reionization redshift is assumed to be zEoR = 7
and the observation bandwidth is B = 8 MHz. An important issue

Figure 2. EG forecasts for the LSST photometric optical galaxy survey
cross-correlated with 21-cm lensing measurements from the EoR at redshift
zEoR = 7 with an SKA_Low-like instrument, and with SKA2_Mid 21-cm
lensing measurements at source redshift zs = 3 using the IM method. The
Chameleon and modified growth predictions are also shown.

with high-redshift (low-frequency) observations is the large fore-
ground contamination. It has been shown that foreground subtrac-
tion techniques will remove the first parallel k modes (McQuinn
et al. 2006). We model this effect by using jmin = 4 instead of
jmin = 1 in equation (19). Combining the above with galaxy cluster-
ing and β measurements with LSST we find SNR = 238 and reach
fractional errors smaller than 1 per cent. That is indeed much bet-
ter than Planck and even exceeds the performance of a CoRE-like
satellite. Considering a pessimistic case for the foreground con-
tamination with jmin = 10, the lensing reconstruction noise doubles
and we find SNR = 208, which still exceeds the performance of a
CoRE-like satellite.

We are also going to consider the lensing of 21-cm emission
from post-reionization redshifts (in particular zs = 3) probed by
the SKA_Mid array. In order to get results competitive with CMB
lensing, we need to consider Phase 2 of the array – we model the
thermal noise for this case like the one of Phase 1 but one order
of magnitude smaller. We also take fsky = 0.5, total observation
time ttot = 4000 h and B = 20 MHz – note that these numbers are
realistic considering the current SKA_Mid plans and the possibility
of commissioning it to perform an IM survey. Combining with LSST
we find SNR = 127. Our forecasts for the measurement errors are
shown in Fig. 2. Note that if we use SKA1_Mid (i.e. Phase 1 of the
array) we find SNR = 47.

MNRAS 461, 1457–1464 (2016)
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The kernels of the galaxy number count and the CMB lensing are given by

W 
` (k, z⇤) =

3⌦m0H
2
0

2

Z z⇤

0

dz

H(z)

�(�⇤ � �)

�⇤
(z)D(z)j`(k�(z)) (2.16)

W g
` (k, z) =

Z z⇤

0
dz w(z)

dN

dz
T g
` (z, k) (2.17)

where w(z) is the window function describing the redshift bin in a given survey and �⇤ =
�(z⇤). D(z) is the growth function defined by

�m(z, k) =
D(z)

1 + z
�0(k) ,

where �0(k) is the (linear) density fluctuation today and P (k) is its power spectrum. dN/dz
is the redshift distribution of the galaxies considered. The transfer function T g

` (z, k) is given
by

T g
` (z, k) =


j`(k�(z))b

D(z)

1 + z
+ 2W 

` (k, z)

�
,

where the galaxy bias, b in general depends on redshift and on scale. This includes the
terms of Eq. (2.13), assuming � =  . It is a good approximation when the redshift slice is
rather wide so that redshift space distortions can be neglected and for ` > 20 so that also
contributions from the gravitational potential can be neglected. In our numerical results
we show also the other relativistic contributions and the contribution from RSD. The fukk
formula is given in [19] and we do not repeat it here.

The second term in T g
` (z, k) comes from the fact that the transversal volume (or better

the area) seen under a given opening angle is modified by lensing of foreground galaxies [15].
If not all galaxies are seen but some ‘make it into the survey’ due to magnification by lensing,
there is an additional contribution from magnification termed ‘magnification bias’ [16]. We
neglect this in the present discussion, but depending on the details of a given survey this
term can be very relevant, see e.g. [21].

Clearly, the second term of (2.13) is neglected in the analysis of [11]. This terms also
contributes to the galaxy-galaxy lensing, i.e. the cross-correlation of the shear of background
galaxy with the lens galaxy, Cg

` in the same way and thus a↵ects the other estimator used
by Reyes et al. . For brevity and simplicity we concentrate here on the analysis presented
in [11]. Note that in the correct analysis the Cg

` (z⇤, z) term contains also a 2C
` (z⇤, z), while

the Cgg
` (z, z) term contains in addition to the expression in eq. (2.17) 4Cg

` (z, z)+4C
` (z, z).

Here z denotes the redshift of the galaxy survey.
For what follows, we assume a Gaussian window with half width �z = 0.1. More-

over we consider two di↵erent galaxy redshift distributions: for low redshifts, we consider a
distribution for a DES-like survey,

dN
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/
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and for high redshifts, we utilize a normal distribution,
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• Line-of-sight velocities induce anisotropies in power spectrum. 

• Velocities determined by growth rate f, influenced by gravity. 

• These redshift-space distortions (RSD) appear in correlation 
measurements.

Redshift-space GPS probes growth!

Pg(k, µ) = b2g(1 + �µ2)2Pm(k)
� =

f

bg

RSD parameter
n̂ · k̂

line-of-sight

growth rate



EG Corrections
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Planck Data Release Tests



4.5% systematic error due to galaxy sample contamination

BOSS systematic errors are small

Pullen, Alam, He & Ho 2015



No evidence of point sources 
contamination

2.7% systematic error due to lensing-galaxy bias

�Cg
`,i =
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`
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`

Lensing-galaxy bias

Pullen, Alam, He & Ho 2015
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