
Looking through the same lens:  
Shear calibration with CMB lensing

Emmanuel Schaan, Princeton University 
with Elisabeth Krause, Tim Eifler,  

Olivier Doré, Hironao Miyatake, Jason Rhodes, David Spergel  

CMB S4 & Future Surveys, Chicago, Sept. 2016

arxiv:1607.01761



Collaborators

49

Our Team

今城 洋亮 いまぎ・ようすけ　専門分野：数学
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私は微分幾何、特にスペシャルラグランジュ部分多
様体を研究しています。例えば、4次元ヤン・ミルズ
インスタントンや擬正則曲線については特異点の振舞
が既に良く分かっており、それらのモジュライ空間を
コンパクト化して色々なことに応用する、ということ
が数学でも物理でもよく見られます。同様のことをス
ペシャルラグランジュ部分多様体にも行いたいのです
が、スペシャルラグランジュ部分多様体は4次元イン
スタントンや擬正則曲線よりも （特異点の解析が） 本質

的に難しく、今のところモジュライ空間の「良い」コ
ンパクト化はできていません。私は幾何学的測度論や
ラグランジァンフレアー理論を使いながら「単純」な
特異点の構造を詳しく調べています。

私は、現在観測されている宇宙の加速膨張が基礎的
な物理法則にどのような示唆を与えるのかということ
に興味があります。今までは望遠鏡で撮像した画像の
解析を通して、弱重力レンズ効果から宇宙の質量分布
を明らかにする研究を行ってきました。Kavli IPMUでは、
2014年3月から始まったHyper Suprime-Camサーベ
イで得られるデータを通して、より広い範囲で宇宙の

質量分布を測定し、そこから暗黒エネルギーの性質に
制限を付けることや重力理論を検証することを目指し
ます。

宮武 広直 みやたけ・ひろなお　専門分野：宇宙論
博士研究員

クリストフ・ブローナー Christophe Bronner　専門分野：実験物理学

博士研究員

私はニュートリノの実験的研究、特にニュートリノ
振動現象に焦点を当てて研究を行っています。この現象
では、あるフレーバーで生成されたニュートリノが、そ
の後別のフレーバーのニュートリノとして反応し、観
測されることが可能になります。また、この現象はCP
対称性を破るかもしれません。その場合、ニュートリノ
と反ニュートリノが異なる振動を示すことになります。
これまで、私は大部分T2K （Tokai to Kamioka） 実験

において研究を行ってきました。この実験では、ニュー
トリノ振動を研究するため、茨城県東海村の大強度陽

子加速器施設 J-PARCで生成されたミューニュートリノ
ビームが岐阜県神岡のスーパーカミオカンデに向けて
発射されます。私は、これまで、前置検出器の建設と
運用、およびニュートリノ振動を記述するPMNS （ポン
テコルボ-牧-中川-坂田） 模型のパラメーターを決定す
るための T2K実験のデータ解析を行ってきました。
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SDSS J103842.59+484917.7, Hubble image

Weak gravitational lensing2

Fig. 1.— An exaggerated example of the lensing effect on a 10◦ × 10◦ field. Top: (left-to-right) unlensed temperature field, unlensed
E-polarization field, spherically symmetric deflection field d(n). Bottom: (left-to-right) lensed temperature field, lensed E-polarization field,
lensed B-polarization field. The scale for the polarization and temperature fields differ by a factor of 10.

gravitational waves.

2. LENSING

Weak lensing by the large-scale structure of the Universe
remaps the primary temperature field Θ(n̂) = ∆T (n̂)/T
and dimensionless Stokes parameters Q(n̂) and U(n̂) as
(Blanchard & Schneider 1987; Bernardeau 1997; Zaldar-
riaga & Seljak 1998)

Θ(n̂) = Θ̃(n̂ + d(n̂)) , (1)

[Q ± iU ](n̂) = [Q̃ ± iŨ ](n̂ + d(n̂)) ,

where n̂ is the direction on the sky, tildes denote the un-
lensed field, and d(n̂) is the deflection angle. It is related
to the line of sight projection of the gravitational potential
Ψ(x, D) as d = ∇φ,

φ(n̂) = −2

∫

dD
(Ds − D)

D Ds
Ψ(Dn̂, D) , (2)

where D is the comoving distance along the line of sight in
the assumed flat cosmology and Ds denotes the distance to
the last-scattering surface. In the fiducial cosmology the
rms deflection is 2.6′ but its coherence is several degrees.

We will work mainly in harmonic space and consider suf-
ficiently small sections of the sky such that spherical har-
monic moments of order (l, m) may be replaced by plane
waves of wavevector l. The all-sky generalization will be

presented in a separate work (Okamoto & Hu, in prep).
In this case, the temperature, polarization, and potential
fields may be decomposed as

Θ(n̂) =

∫

d2l

(2π)2
Θ(l)eil·n̂ , (3)

[Q ± iU ](n̂) = −
∫

d2l

(2π)2
[E(l) ± iB(l)]e±2iϕleil·n̂ ,

φ(n̂) =

∫

d2L

(2π)2
φ(L)eiL·n̂ ,

where ϕl = cos−1(x̂ · l̂). Lensing changes the Fourier mo-
ments by (Hu 2000b)

δΘ(l) =

∫

d2l′

(2π)2
Θ̃(l′)W (l′,L) , (4)

δE(l) =

∫

d2l′

(2π)2

[

Ẽ(l′) cos 2ϕl′l − B̃(l′) sin 2ϕl′l

]

W (l′,L) ,

δB(l) =

∫

d2l′

(2π)2

[

B̃(l′) cos 2ϕl′l + Ẽ(l′) sin 2ϕl′l

]

W (l′,L) ,

where ϕl′l ≡ ϕl′ − ϕl, L = l − l′, and

W (l,L) = −[l · L]φ(L) . (5)

Here δΘ = Θ − Θ̃ for example. In Fig. 1, we show a toy
example of the effect of lensing on the temperature and po-
larization fields (see also Benabed et al. 2001). The effect
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certainties in the calculation of the predicted selection
bias described above that may be at the ⇠ 3% level.

8.6.2. Differential shear correlations

The two-point shear correlation function is much
more sensitive to additive shear errors than the tangen-
tial shear, as mentioned above; it would be difficult to
disentangle multiplicative and additive errors in a ratio
test. Even in the absence of additive errors, the ratio
of shear correlation functions is much noisier than the
ratio of tangential shears, making it a less stringent test
of calibration.

For these reasons, we instead use the two point
function of the difference in the shear estimates from
NGMIX and IM3SHAPE to compare the shear catalogs:

⇠

+,�e

(✓) = h(eNGMIX(x) � eIM3SHAPE(x))⇤

(eNGMIX(x + ✓) � eIM3SHAPE(x + ✓))i.
(8-7)

Consider the following model for the additive sys-
tematic errors in each catalog (labeled i here):

e

i

= (1 + m

i

)� + ⌘

i

+ a

i

c

common

+ c

i

, (8-8)

where m

i

is the calibration error, ⌘

i

is the noise in the
estimate, c

common

includes any additive systematic er-
rors present in both catalogs, possibly multiplied by
different coefficients a

i

, and c

i

is the additive error par-
ticular to each catalog.

By construction, the additive bias terms in equa-
tion 8-8 are independent. If we further make the as-
sumption that the systematic errors are uncorrelated
with the applied shear and the noise, and that m and
c are uncorrelated, we find that

⇠

+,�e

(✓) = (�m)2⇠
+

(✓)

+ (�a)2hc⇤
common

c

common

i(✓)

+ hc

⇤
NGMIXcNGMIXi(✓)

+ hc

⇤
IM3SHAPEcIM3SHAPE i(✓). (8-9)

This test is sensitive to the spatial correlations of the
systematic errors in either catalog, but particularly to
additive errors, rather than multiplicative. The (�m)2

factor for the multiplicative term typically makes this
term insignificant.

There is one subtlety in the construction of this test.
As we found in §8.6.1, the act of matching the two cat-
alogs can induce selection biases that are not present in
either catalog separately when using its own individual
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Fig. 27.— The shear auto-correlation function of
the difference in shear estimates of NGMIX and
IM3SHAPE. This test shows the level of additive sys-
tematic errors that may still be present in one catalog
that is not present in the other. The yellow band is the
requirement, �⇠

max

+

from Figure 3.

selection criteria. In this case, the salient selection ef-
fects are a spurious PSF leakage ↵ and an overall mean
hci that can be induced by the match.

The estimated value of ↵ for NGMIX changes by
less than 0.1% on the matched catalog relative to the
full NGMIX catalog. But for IM3SHAPE, the match-
ing changes ↵ by �1.5%. Therefore, to make this a
fair test of the additive systematic errors, we add back
0.015⇥ePSF to the IM3SHAPE galaxy shapes to account
for this selection effect.20

Even after correcting for this, we also find that the
mean shear changes by (3.9+2.2i)⇥10�4 for NGMIX
and by (2.0� 3.0i)⇥ 10�4 for IM3SHAPE. We ascribe
these changes in the mean to be due to selection biases
from the matching itself, leading to a spurious overall
hci for each catalog. We thus subtract these values as
well from the shape estimates in each catalog.

Figure 27 shows the resulting correlation function
(equation 8-7) after subtracting these selection biases.
For the weights, we use w =

p

wNGMIX ⇥ wIM3SHAPE.
The yellow band is our requirement for additive sys-
tematic errors from equation 3-12. We see that at
scales less than 3 arcminutes we are not quite meeting
the requirements. Either one or both catalogs appar-
ently have non-negligible additive systematic errors at
these scales. We recommend that science applications

20We also subtract the corresponding value for NGMIX, although it
makes no discernible difference.
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Jarvis+15

Shear calibration: the case for redundancy
< e >= (1 +m) �true + ↵ ePSF + c Heymans+06 

Taylor Kitching 16

Scary: m(z) degenerate with growth, hence dark energy EOS 

“Required” for LSST: < 0.5% (Huterer+06, Massey+12, ES+16) 

Image simulations: 3-5% DES (Jarvis+15), 1% KiDS (Fenech-Conti+16) 

Difficult: 
- Noise/Model biases 

- Selection bias: simulate below  
the detection limit (Hoekstra+15) 

- Mode coupling: simulate below  
the image resolution 

- PSF size error 

 
➞ Redundancy is valuable



3. CROSS CORRELATIONS WITH CMB LENSING 7

Figure 1.5. Redshift kernel for CMB lensing (blue solid) and for cosmic
shear with LSST (red solid), together with the expected redshift distribution
of LSST galaxies (red dashed) and the CMB source redshift (blue dashed).

ter structure also contributes to the CMB lensing potential. Cross-correlating
galaxy density distributions with CMB lensing is thus a powerful probe of struc-
ture and is highly complementary to galaxy clustering measurements. Galaxy
surveys measure luminous matter while CMB lensing maps directly probe the
underlying dark matter structure. Thus these cross-correlations provide a clean
measurement of the relation between luminous matter and dark matter. Cross-
correlations between independent surveys are also more robust against details
of selection functions or spatially inhomogeneous noise that could add spurious
power to auto-correlations. Additionally, while CMB lensing maps are projected
along the line-of-sight, galaxy redshift surveys provide information about the
line-of-sight distance; thus cross-correlating redshift slices of galaxy populations
allows for tomographic analysis of the CMB lensing signal (see, e.g., SPT/DES
2015, Miyatake+2016). These benefits can lead to improved constraints on cos-
mology: for example, with LSST galaxies, it has been shown that including
cross-correlation with CMB lensing can substantially improve constraints on
neutrino masses (Pearson & Zahn 2013).

CMB lensing was first detected using such a cross-correlation (Smith+ 2007,
Hirata+ 2008). Since these first detections, cross-correlation analyses have
been performed with tracers at many wavelengths, including optically-selected
sources (Bleem+ 2012, Sherwin+ 2012, Planck 2013 XVII, SPT/DES 2015,
Pullen+ 2014), infrared-selected sources (Bleem+ 2012, Geach+ 2013, DiPom-
peo 2015), X-ray-selected galaxy clusters (Planck 2013 XVIII), sub-mm-selected
galaxies (Bianchini+ 2014,2015) and maps of flux from unresolved dusty star-
forming galaxies (Holder+ 2013, Hanson+ 2013, Planck 2013 XVIII, van Enge-
len+ 2015).

These cross-correlations between CMB lensing and galaxy clustering have al-
ready been used to test key predictions of general relativity, such as the growth
of structure (SPT/DES 2015) as a function of cosmic time, and the relation be-
tween curvature fluctuations and velocity perturbations (Pullen+ 2015). Cross-
correlations using CMB-S4 lensing data will enable percent level tests of general
relativity on cosmological scales.

z

Shear calibration with CMB lensing

Madhavacheril, CMB S4 science book

Principle: 
Vallinotto12,13, Das+13  
κgal ~ (1+m) σ8 
κCMB ~ σ8 

Value: 
Purely empirical, self-calibration  
No assumption on galaxy population/morphologies 

Just the beginning! 
Liu+16, Baxter+16, Miyatake Madhavacheril+16, Singh+16 
~10-20% calibration, (mostly) fixed cosmology & nuisances 

Questions: 
Competitive with image simulations / requirements?  
Varying cosmology & nuisance? 
Robustness to photo-z, IA? 
What combination is best?



Sources

Lenses x10

Forecast: LSST & CMB S4 lensing

• Observables: 
clustering 
gal - shear 
shear - shear 
gal - CMB lensing 
shear - CMB lensing  
CMB lensing auto 

• Constrain: cosmology, bi, mi, Δzi, σz 
No prior on bi , mi. Priors on Δzi, σz. 

• Realistic, conservative:  
Full non-Gaussian covariances  
Explore likelihood with MCMC 

• Built on CosmoLike (Eifler Krause+14) 
Extended to include CMB lensing  
Soon to be public!

{



CMB S4 lensing can calibrate the shear ~ LSST requirements
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CMB S4 lensing replaces a prior on m
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Summary: Shear calibration with CMB lensing  
arXiv:1607.01761

• CMB S4 lensing can constrain the shear bias to 0.5% 
~ LSST requirements 

• Purely empirical, self-calibration, no assumption on 
galaxy population/morphologies 

• Works best at high z where most difficult 

• Robust to IA, photo-z degradation, non-linearities & 
baryons, CMB S4 specs 

• In the works: “delensing” with CIB, iterative 
reconstruction, photo-z outliers, correlated mi

http://arxiv.org/abs/1607.01761




More shear self-calibration 
with CMB lensing!



Sources (mi, Δzi, σz)

Lenses x10 (bi, Δzi, σz)

18,000 deg2, 26 sources/arcmin2, 0.25 lenses/arcmin2, shape noise = 0.26  
σz/(1+z) = 5% for sources, known to 0.2% for sources 
σz/(1+z) = 1% for lenses, known to 0.06% for lenses

8.4m telescope in Chile 

Survey starts 2022-23 

~ half the sky 

Sources: 26 arcmin-2 

Lenses: redmagic-like

LSST Project Office



Forecast: LSST

6

Nonlinearities and baryonic e↵ects

We account for non-linearities in the covariance matrix, by including the non-linear trispectrum terms as well as
the super-sample covariances [81–85] as in [63].

For the projected density field g, we discard the small scales (see previous subsection) where linear bias might no
longer be valid. This limits the potential e↵ect of baryons. For the lensing convergence 

gal

, we do not include any
uncertainty in the modeling of the non-linear power spectrum or the baryonic e↵ects. However, we show in Sec. IV C
that the shear calibration is only degraded by 10 � 40% when varying the maximum multipole `

max

from our fiducial
value of 5, 000 down to 1, 000.

Biases in the CMB lensing reconstruction

The quadratic estimators for CMB lensing exploit the statistical isotropy of the primary CMB. Any component
that breaks this statistical isotropy will therefore contribute to the reconstructed 

CMB

map. This the case of the
cosmic infrared background, as well as radio point sources and thermal Sunyaev-Zel’dovich clusters, whether they are
resolved or not. These sources may contaminate the convergence map and its power spectrum at the sub-percent to
percent level, but mitigation techniques exist [86, 87]. In this analysis, we do not take into account these potential
biases.

LSST specifications

⌦
s

18,000 deg2

source distribution dn
source

/dz / z↵e�(z/z
0

)

�
,

↵ = 1.27,� = 1.02, z
0

= 0.5,

n
source

= 26 arcmin�2

10 bins

�✏ = 0.26

lens distribution dn
lens

/dz / �(z)2/H(z),

n
lens

= 0.25 arcmin�2

4 bins

FIG. 2. Assumed specifications for LSST [9], following [63]. The left panel shows the survey area, galaxy density, redshift
distribution of the sources and shape noise. The right panel shows the full redshift distribution of the source galaxies (black
curve), split into 10 tomographic bins (blue filled curves). The lens sample is redMaGiC-like [65], split into 4 lens bins (red-
yellow filled curves, multiplied by 10 to be visible on the same scale). Overlaid is the CMB lensing e�ciency kernel (magenta
line).

E. Likelihood analysis

Our simulated data vector for the joint LSST & CMB S4 analysis consists of all the auto and cross-spectra of galaxy
projected density, galaxy convergence and CMB convergence for all the lens and source bins:

D
LSST & CMB S4

=

0

B@ C
gigj
`| {z }

clustering

, CgiCMB

`| {z }
galaxy-CMB lensing

, C
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gal,j

`| {z }
galaxy-galaxy lensing

, C
CMB


CMB

`| {z }
CMB lensing auto

, C

CMB
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CMB lensing-galaxy lensing
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gal,igal,j

`| {z }
shear tomography
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CA (8)

8

Parameter Fiducial Prior

Cosmology

⌦0

m

0.3156 flat(0.1, 0.6)

�
8

0.831 flat(0.6, 0.95)

n
s

0.9645 flat(0.85, 1.06)

w
0

-1 flat(-2, 0)

w
a

0 flat(-2.5, 2.5)

⌦0

b

0.0492 flat(0.04, 0.055)

h
0

0.6727 flat(0.6, 0.76)

Galaxy bias

b1
g

1.35 flat(0.8, 2.0)

b2
g

1.5 flat(0.8, 2.0)

b3
g

1.65 flat(0.8, 2.0)

b4
g

1.8 flat(0.8, 2.0)

Photo-z: lens sample

�z,lens,i 0 Gauss(0, 0.0004)

�z,lens/(1 + z) 0.01 Gauss(0.01, 0.0006)

Photo-z: source sample

�z,source,i 0 Gauss(0, 0.002)

�z,source/(1 + z) 0.05 Gauss(0.05, 0.003)

Shear calibration

mi 0 Gauss(0, 0.004) or None

TABLE I. We vary 37 parameters in the simulated likelihood analysis, including 7 cosmological parameters, 4 galaxy biases, 16
photo-z parameters and 10 shear biases. For each parameter, the fiducial value is shown, as well as the prior (either flat (min,
max) or Gaussian (µ, �)). Priors for the nuisance parameters follow [63]. The fiducial values for the cosmological parameters
follow [93].

The covariance matrix is shown in Fig. 3, and includes the Gaussian and non-Gaussian contributions (including
the super-sample covariance [63, 81–85]). These covariances are computed analytically with CosmoLike [60], using
Halofit for the non-linear power spectrum, and a halo model for the trispectrum, as in [63] (see their Appendix A).
The most notable additional component here is the noise from CMB lensing reconstruction, described in Sec. II B.

From the data vector and the covariance matrix, we compute the individual and combined signal-to-noise ratios
(SNR) for the various probes. These are shown in Tab. II. Note that the statistical SNR is only a good figure of
merit when predicting the constraint on a single parameter, the amplitude of the signal, in the absence of nuisance
parameters. Instead, we present it here in order to give intuition about the relative statistical weight of each probe.
From Tab. II, we see that each probe will be measured with high significance, with SNR⇠ 100 � 1000.

The SNR in cosmic shear is higher than in galaxy-galaxy lensing and clustering, which is due to our very conservative
choice of tracer sample. As explained earlier, in order to get a robust shear calibration and a conservative forecast, we
restrict our tracer to z < 1 where photo-z uncertainties are very well understood. We also discarding the small-scales,
where linear bias breaks down and a more realistic halo occupation distribution model would be required. Again, this
choice severely limits the signal to noise in clustering and tracer-lensing correlations.

The total SNR for LSST & CMB S4 lensing is only ⇠ 16% higher than that of LSST alone. However, this does not
mean that adding CMB S4 lensing is pointless. Indeed, our goal is not to reduce the statistical error bars compared
to LSST alone, but instead to constrain systematics by breaking degeneracies, due to the fact that CMB lensing is
not a↵ected by the same systematics as galaxy lensing. The SNR does not take into account nuisance parameters and
their priors. AS we show later, CMB lensing from S4 basically replaces a prior on the shear biases. We discuss this
in more detail in the next section.

We also note that CMB lensing and galaxy lensing are relatively well matched in terms of SNR: the SNR in CMB
lensing auto-correlation is 75% of the SNR in cosmic shear. This justifies combining the two, and drives the calibration
of the shear multiplicative biases.
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Forecast: CMB S4

4

noise by a factor of order unity, compared to the minimum variance quadratic estimator [61, 62]. Using only the
quadratic estimators gives a conservative forecast for CMB S4 lensing.

We do not include temperature and polarization power spectra from CMB S4, nor Planck priors on cosmological
parameters: we wish to use the minimal number of probes in the shear calibration. Furthermore, given the high
statistical signal to noise, a consistent analysis might need to account for correlations between the CMB temperature
and polarization and the large-scale structure. We found that including Planck priors on cosmological parameters
improves the shear calibration by several tens of percent.

CMB S4 specifications
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white noise 1µK0 for T; 1.4µK0 for E,B

`
min

30 for T, E, B, 
CMB

`
max

3000 for T; 5000 for E, B, 
CMB

100 101 102 103

�

10�9

10�8

10�7

10�6

10�5

�(
�

+
1)

C
dd �

/(
2�

)

signal
TT
TE
TB
EE
EB
min. var.

FIG. 1. Assumed specifications for CMB S4.
Left panel: Assumed survey area, resolution, sensitivity and `-limits. The cuto↵ `

max

is determined by our ability to e↵ectively
remove foregrounds with multifrequency data, and the values assumed here represent reasonable assumptions.
Left panel: Corresponding noise per `-mode for the various quadratic estimators (colored lines) and for the minimum-variance
quadratic estimator (solid black line), compared to the amplitude of the CMB lensing signal (dashed black line). The CMB
lensing convergence is cosmic variance limited up to ` = 1000.

C. LSST specifications

Following closely [63], we simulate an LSST-like survey [9] over a total area ⌦
s

= 18, 000 deg2. The assumed
specifications are presented in Fig. 2.

We assume the source redshift distribution to follow dn
source

/dz / z↵e�(z/z
0

)

�

, with ↵ = 1.27, � = 1.02, z
0

= 0.5,
with a total number density n

source

= 26 arcmin�2 [64], and a shape noise �✏ = 0.26 in each ellipticity component.
We split the source galaxies into 10 tomographic redshift bins.

The assumed galaxy lens sample is similar to the redMaGiC sample [65], with a constant comoving volume density
n̄

lens

(z) = 10�3 (h/Mpc)3 and corresponding redshift distribution dn
lens

/dz / �(z)2/H(z), giving a total number
density of n

lens

= 0.25 arcmin�2. We split these galaxies into 4 tomographic bins. The lens sample is also used as the
clustering sample: the same projected galaxy density field g is used for clustering and lensing-tracer correlations. In
both cases, we only use the `-modes with ` � 20 and 2⇡�(z

mean

)/` > 10 Mpc/h, corresponding to the smallest scale
where we assume linear biasing to be valid. In practice, this corresponds to `

max

= 420, 714, 930 and 1212 respectively
for the four redshift bins. We introduce the e↵ective galaxy bias bi

g

for each bin i, as 4 nuisance parameters. Several
comments are in order. We have selected a clustering and lens sample with excellent photo-z accuracy (see next
subsection), in order to get a robust shear calibration. For this reason, we have restricted the lens sample to z < 1,
beyond which photo-z accuracy is expected to degrade considerably. This limits the signal to noise in clustering
and tracer-lensing correlations considerably. As a result, our forecast for shear calibration from data combinations
involving clustering and tracer-lensing should be considered very conservative. We note however that the comoving
volume density of this redMaGiG-like sample is not limiting: the galaxy shot noise in this sample is subdominant on
almost all the scales we retain.
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But, the SNR...
• SNR in κCMB is 75% of κgal; and 

marginalizing over systematics 
degrades constraints by factor of a 
few for LSST 

• SNR is not all; info not only one 
amplitude; hard to have intuition 
with high-dimensional parameter 
space 

• Calibrating the shear useful for 
cosmo params, but also for maps 
(cf Planck) 

• Shear does things CMB lensing 
can’t: small scales, lower z
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Figure 7. Constraints obtained on the three model parameters when we fix the bias parameters ai = ci = 0, but allow b0 to vary;
contours show where ∆χ2 = 1 relative to the minimum χ2. Orange contour shows the constraint obtained from analysis of wκg(θ) alone;
blue contour shows the constraint obtained from analysis of wγT g(θ) alone; green contour shows the constraint obtained from the joint
analysis of wκg(θ) and wγT g(θ). In all cases, the joint measurement of wκg(θ) and wγT g(θ) helps to break degeneracies between the
model parameters of interest and the bias parameter b0. We have restricted the analysis here to angular scales θ > 10′ to ensure that
linear bias remains valid.

6.2 Bias degeneracies

To gain intuition for how the joint wκg(θ) and wγT g(θ)
measurement breaks degeneracies with tracer bias, we now
present constraints in the two dimensional plane defined by
b0 and each of the three model parameters defined in §5.2.1,
§5.2.2, and §5.2.3. For this analysis, we fix the bias parame-
ters ai = ci = 0, which corresponds to a constant bias model
described by b0 alone; doing so considerably simplifies the
interpretation and visualization of the results. However, as
noted previously, we expect that constant bias may not ac-
curately describe the data at small angular separations. We
therefore restrict the analysis presented in this section to
angular scales θ > 10′, which should be safely in the linear
bias regime (Crocce et al. 2016). Imposing this restriction
on the data will weaken our constraints, but we remind the
reader that our intent in this section is only to gain intuition
for degeneracies with b0. In §6.3 we will present results that
use data at small angular scales and for which we allow the
bias parameters ai and ci to vary.

The left panel of Fig. 7 presents the constraints obtained
from the analysis of wκg(θ) and wγT g(θ) in the ΩM–b0 plane.
Each shaded region corresponds to a contour of the poste-
rior probability such that the ∆χ2 relative to the minimum
is ∆χ2 = 1 (this value of ∆χ2 was chosen to improve the
visualization since the constraints obtained in this analy-
sis are fairly weak owing to the exclusion of the small angle
measurements). The orange region shows the constraints ob-
tained from analysis of wκg(θ) alone; the blue region shows
the constraints obtained from analysis of wγT g(θ) alone; the
green region shows the constraints obtained from the joint
analysis of wκg(θ) and wγT g(θ). Since there is little covari-
ance between wκg(θ) and wγT g(θ), the joint constraints are
roughly the product of the individual constraints. From the
figure it is clear that there is a strong degeneracy between
ΩM and b0 for both wκg(θ) and wγT g(θ). The joint mea-
surement of both wκg(θ) and wγT g(θ) helps to break this
degeneracy.

The middle panel of Fig. 7 shows the constraints ob-
tained in the m–b0 plane. Since wκg(θ) does not depend at

all on m, we obtain no constraint on m from the analysis of
wκg(θ) alone (orange region). wγT g(θ) depends on m, but in
a way that is completely degenerate with b0 (blue region);
we therefore also obtain no constraint on m from wγT g(θ)
alone. The joint measurement of wκg(θ) and wγT g(θ), how-
ever, breaks this degeneracy with the bias as shown by green
region.

The right panel of Fig. 7 shows the constraints obtained
in the ∆z–b0 plane. Changing ∆z does not have a very
large impact on wκg(θ) because the CMB source plane is
at much higher redshift than the tracer galaxies. This fact
combined with the low signal-to-noise of the wκg(θ) mea-
surement means that we do not obtain a constraint on ∆z

from wκg(θ) alone (orange region). Furthermore, because
the constraint obtained from wγT g(θ) alone is highly de-
generate with b0, we also do not obtain a constraint on ∆z

from wγT g(θ) alone (blue region). The joint measurement
of wκg(θ) and wγT g(θ), however, breaks the degeneracy be-
tween ∆z and b0 (green region).

6.3 Bias-marginalized parameter constraints

The results in §6.2 were restricted to constant bias (i.e.
ai = ci = 0) and for this reason required using only large
angular scale data (θ > 10′). As we have argued in §5.1.1,
by allowing additional freedom in our bias model, we can
use measurements at smaller angular scales and thereby in-
crease our signal-to-noise without worrying about biasing
our results. We now present the constraints obtained when
we allow ai and ci to vary in our model fits (we refer to this
as the evolving bias analysis). For these results, we marginal-
ize over all the bias parameters (b0, ai and ci), showing only
the posterior on the model parameter of interest. The pos-
teriors for the three analyses of §5.2.1, §5.2.2, and §5.2.3 are
shown as the solid (red) curves in Fig. 8. For comparison,
we also show (dashed blue curves) the posteriors on model
parameters when we fix ai = ci = 0 (we refer to this as the
constant bias analysis). Both the evolving bias and the con-
stant bias curves shown in Fig. 8 were obtained using the
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ISW and lensing-SZ, we calculate

TΘ(li,−li, lj ,−lj) =

2 (li · lj)
2

[

(

Cφs
li

)2

CΘ
lj
+
(

Cφs
lj

)2

CΘ
li

]

−

[

[li · (li + lj)]
2
(

Cφs
li

)2

+ [lj · (li + lj)]
2
(

Cφs
lj

)2
]

CΘ
|li+lj |

−

[

[li · (li − lj)]
2
(

Cφs
li

)2

+ [lj · (li − lj)]
2
(

Cφs
lj

)2
]

CΘ
|li−lj |

+ 2 [li · (lj − li)] [lj · (lj − li)]C
φs
li
Cφs

lj
CΘ

|lj−li|

− 2 [li · (li + lj)] [lj · (li + lj)]C
φs
li
Cφs

lj
CΘ

|li+lj |

(7)

where the s is a place holder denoting either the ISW
or SZ contribution.

B. SZ Trispectrum

In addition to the lensing contributions to the trispec-
trum above, we consider contributions from the inverse
Compton scattering of the CMB photons. The SZ con-
tribution to the trispectrum is given by [17, 25]:

TΘ
ij = g4ν

∫ zmax

0

dz
dV

dz

∫ Mmax

Mmin

dM
dn(M, z)

dM

× |ỹi(M, z)|2 |ỹj(M, z)|2 , (8)

where gν is the spectral function of the SZ effect,
V (z) is the comoving volume of the universe integrated
to a redshift of zmax = 4, M is the virial mass such
that [log10(Mmin), log10(Mmax)] = [11, 16], dn/dM is the

FIG. 1: The impact of varying the lensing scaling parameter
on the lensed CMB temperature power spectrum, for AL =
[0,2,5,10].

mass function of dark matter halos as rendered by [18]
utilizing the linear transfer function of [19], and ỹ is the
dimensionless two-dimensional Fourier transform of the
projected Compton y-parameter, given via the Limber
approximation [20] by:

ỹl =
4πrs
l2s

∫ ∞

0

dxx2y3D(x)
sin(lx/ls)

lx/ls
, (9)

where the scaled radius x = r/rs and ls = dA/rs such
that dA is the angular diameter distance and rs is the
scale radius of the three-dimensional radial profile y3D
of the Compton y-parameter. This profile is a function
of the gas density and temperature profiles as modeled
in [21]. Hence, we incorporate the contributions obtained
from the SZ effect along with those from lensing, lensing-
ISW, and lensing-SZ effects to the covariance matrix in
Eqn. 3.

C. The Weak Lensing Scaling Parameter AL

To first order in φ, the weak lensing of the CMB
anisotropy trispectrum can be expressed as the con-
volution of the power spectrum of the unlensed tem-
perature Cl and that of the weak lensing potential
Clφφ [15, 22, 23]. The magnitude of the lensing poten-
tial power spectrum can be parameterized by the scaling
parameter AL, defined as

Cφφ
l → ALC

φφ
l . (10)

Thus, AL is a measure of the degree to which the ex-
pected amount of lensing appears in the CMB, such that
a theory with AL = 0 is devoid of lensing, while AL = 1
renders a theory with the canonical amount of lensing.
Any inconsistency with unity represents an unexpected
amount of lensing that needs to be explained with new
physics, such as dark energy or modified gravity [15, 24].
The impact of this scaling parameter on the lensed CMB
temperature power spectrum can be seen in Fig. 1. Qual-
itatively, AL smoothes out the peaks in the power spec-
trum and can therefore also be viewed as a smoothing
parameter in addition to its scaling property. Given that
AL primarily affects the temperature power spectrum on
small angular scales, we also explore the possibility that
it deviates from unity as secondary non-Gaussianities are
accounted for in the analysis.

Smidt+10

2

Fig. 1.— An exaggerated example of the lensing effect on a 10◦ × 10◦ field. Top: (left-to-right) unlensed temperature field, unlensed
E-polarization field, spherically symmetric deflection field d(n). Bottom: (left-to-right) lensed temperature field, lensed E-polarization field,
lensed B-polarization field. The scale for the polarization and temperature fields differ by a factor of 10.

gravitational waves.

2. LENSING

Weak lensing by the large-scale structure of the Universe
remaps the primary temperature field Θ(n̂) = ∆T (n̂)/T
and dimensionless Stokes parameters Q(n̂) and U(n̂) as
(Blanchard & Schneider 1987; Bernardeau 1997; Zaldar-
riaga & Seljak 1998)

Θ(n̂) = Θ̃(n̂ + d(n̂)) , (1)

[Q ± iU ](n̂) = [Q̃ ± iŨ ](n̂ + d(n̂)) ,

where n̂ is the direction on the sky, tildes denote the un-
lensed field, and d(n̂) is the deflection angle. It is related
to the line of sight projection of the gravitational potential
Ψ(x, D) as d = ∇φ,

φ(n̂) = −2

∫

dD
(Ds − D)

D Ds
Ψ(Dn̂, D) , (2)

where D is the comoving distance along the line of sight in
the assumed flat cosmology and Ds denotes the distance to
the last-scattering surface. In the fiducial cosmology the
rms deflection is 2.6′ but its coherence is several degrees.

We will work mainly in harmonic space and consider suf-
ficiently small sections of the sky such that spherical har-
monic moments of order (l, m) may be replaced by plane
waves of wavevector l. The all-sky generalization will be

presented in a separate work (Okamoto & Hu, in prep).
In this case, the temperature, polarization, and potential
fields may be decomposed as

Θ(n̂) =

∫

d2l

(2π)2
Θ(l)eil·n̂ , (3)

[Q ± iU ](n̂) = −
∫

d2l

(2π)2
[E(l) ± iB(l)]e±2iϕleil·n̂ ,

φ(n̂) =

∫

d2L

(2π)2
φ(L)eiL·n̂ ,

where ϕl = cos−1(x̂ · l̂). Lensing changes the Fourier mo-
ments by (Hu 2000b)

δΘ(l) =

∫

d2l′

(2π)2
Θ̃(l′)W (l′,L) , (4)

δE(l) =

∫

d2l′

(2π)2

[

Ẽ(l′) cos 2ϕl′l − B̃(l′) sin 2ϕl′l

]

W (l′,L) ,

δB(l) =

∫

d2l′

(2π)2

[

B̃(l′) cos 2ϕl′l + Ẽ(l′) sin 2ϕl′l

]

W (l′,L) ,

where ϕl′l ≡ ϕl′ − ϕl, L = l − l′, and

W (l,L) = −[l · L]φ(L) . (5)

Here δΘ = Θ − Θ̃ for example. In Fig. 1, we show a toy
example of the effect of lensing on the temperature and po-
larization fields (see also Benabed et al. 2001). The effect

10˚x10˚

Hu Okamoto 02

T (n̂) = T0(n̂) + ~d · ~rT0(n̂)

Smoothes BAO peaks

Lensing effect on CMB temperature power spectrum 

Important, but accurately modelled (e.g. CAMB); only limited additional information 
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Why no “mCMB“ in CMB lensing?

CMB lensing systematics: 

• biases in <κCMB κCMB>: 
<S2 κCMB> 
< S4> 

• biases in <κCMB anything>:  
<S2 anything> 

• Remove with: 
multiple wavelength 
project out bispectrum (Osborne+14) 

• (Likely) less important in polarization
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FIG. 14.— Summary of fractional CMB lensing bias levels from our simulations, as a function of lensing multipole, L. Each colored region indicates the range
of mean biases from the simulations we used. Green spans the thermal SZ four-point biases, red spans the CIB four-point bias, blue spans the bias from the
tSZ- correlation, and pink spans the bias from the CIB- correlation. The range of total biases is bounded by the grey region, including the tSZ-CIB correlation
found in the simulations, which slightly reduces the total bias. A 1% error band is indicated by the dotted lines. The left panel corresponds to masking sources
above 5mJy and clusters above M

vir

= 5⇥1014 M�. The right panel corresponds to aggressive masking, with sources masked above 1 mJy and clusters above
M

vir

= 1014 M�. In the right panel, we also reduce the maximum temperature multipole used in the reconstruction to l
max

= 2500. The region where the
total is within 1%, L < 1400, accounts for more than 99.9% of the total squared lensing signal-to-noise ratio.

average, out to the higher effective maximum multipole l

max

.
However, at high l

max

, foreground fluctuations also become
increasingly important, to the point that they dominate the ob-
served power spectrum at l & 3000. To date, the analysis of
temperature maps from ACT (Das et al. 2011, 2013) and SPT
(van Engelen et al. 2012) has yielded lensing detections at low
enough significance that these biases could be neglected, with
the smallest uncertainty on the lensing amplitude to date be-
ing the 16% of van Engelen et al. (2012). However, current
and upcoming analyses will map sky areas which are larger
by factors of several than these, and possibly with lower noise
levels (in the case of a wide survey with ACTpol). With statis-
tical uncertainties of a few percent on the lensing amplitude,
systematic effects need to be understood and controlled, ide-
ally to a percent or better.

Point sources can be detected to the relatively low flux
levels of several mJy in maps such as those from ACT and
SPT, particularly with the inclusion of data at multiple wave-
lengths. If point sources are uncorrelated, a nonzero trispec-
trum impacts the inferred lensing amplitude, but this bias is
sub-percent after applying standard masking thresholds. In
addition, the fact that the trispectrum is constant in multipole
space for these sources means that this bias can be treated
with other approaches, such as projecting it out of the recon-
structed map (Namikawa & Takahashi 2013).

To treat other types of non-Gaussian foregrounds, particu-
larly those with a different shape in multipole space, we an-
alyzed two independent, realistic sets of simulations (S10,
B13). For the CIB portions of these simulations, we first
rescaled the amplitudes of the maps to match the observed
power spectra. We then estimated the bispectra for these

simulations, finding reasonable agreement with recent mea-
sures from SPT (Crawford et al. 2013) and Planck (Planck
Collaboration et al. 2013e). Performing lensing reconstruc-
tions on these fields, we isolated two types of bias; the first
originates from the connected four-point function of the CIB,
and the second originates from the correlation of the squared
CIB with the lensing field. Since these biases are of opposite
sign there is some degree of cancellation. We found that both
sources of bias can impact the lensing amplitude at the level
of several percent, with the latter type of bias being larger. If
masking is chosen as the method to treat this bias, we find that
masking to ⇠ 1mJy achieves percent-level biases.

Fluctuations from the thermal Sunyaev-Zel’dovich effect
can also lead to substantial biases, even when masking objects
that are confidently detected. We computed the biases from
the tSZ simulations of S10 and B13, both of which contain
updated gas models designed to match the recent measure-
ments of the power spectrum of tSZ fluctuations. Again we
found that for standard masking levels, biases of a few per-
cent can remain, though there is some cancellation between
the two types.

We explored the uncertainty in the tSZ trispectrum, orig-
inating from its dependence on the details of the cluster
gas profiles and the cosmological model. Using an analyti-
cal model of the tSZ trispectrum on the scales of relevance
for CMB lensing, we calculated the four point-induced bias.
We then perturbed in the space of cosmological and cluster-
physics parameters, the parameters which most affect the in-
ferred lensing bias, leading to a large uncertainty. It thus
seems necessary to use either aggressive cluster masking, in-
put from other frequencies, or an estimation of the tSZ trispec-
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of mean biases from the simulations we used. Green spans the thermal SZ four-point biases, red spans the CIB four-point bias, blue spans the bias from the
tSZ- correlation, and pink spans the bias from the CIB- correlation. The range of total biases is bounded by the grey region, including the tSZ-CIB correlation
found in the simulations, which slightly reduces the total bias. A 1% error band is indicated by the dotted lines. The left panel corresponds to masking sources
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= 1014 M�. In the right panel, we also reduce the maximum temperature multipole used in the reconstruction to l
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= 2500. The region where the
total is within 1%, L < 1400, accounts for more than 99.9% of the total squared lensing signal-to-noise ratio.

average, out to the higher effective maximum multipole l

max

.
However, at high l

max

, foreground fluctuations also become
increasingly important, to the point that they dominate the ob-
served power spectrum at l & 3000. To date, the analysis of
temperature maps from ACT (Das et al. 2011, 2013) and SPT
(van Engelen et al. 2012) has yielded lensing detections at low
enough significance that these biases could be neglected, with
the smallest uncertainty on the lensing amplitude to date be-
ing the 16% of van Engelen et al. (2012). However, current
and upcoming analyses will map sky areas which are larger
by factors of several than these, and possibly with lower noise
levels (in the case of a wide survey with ACTpol). With statis-
tical uncertainties of a few percent on the lensing amplitude,
systematic effects need to be understood and controlled, ide-
ally to a percent or better.

Point sources can be detected to the relatively low flux
levels of several mJy in maps such as those from ACT and
SPT, particularly with the inclusion of data at multiple wave-
lengths. If point sources are uncorrelated, a nonzero trispec-
trum impacts the inferred lensing amplitude, but this bias is
sub-percent after applying standard masking thresholds. In
addition, the fact that the trispectrum is constant in multipole
space for these sources means that this bias can be treated
with other approaches, such as projecting it out of the recon-
structed map (Namikawa & Takahashi 2013).

To treat other types of non-Gaussian foregrounds, particu-
larly those with a different shape in multipole space, we an-
alyzed two independent, realistic sets of simulations (S10,
B13). For the CIB portions of these simulations, we first
rescaled the amplitudes of the maps to match the observed
power spectra. We then estimated the bispectra for these

simulations, finding reasonable agreement with recent mea-
sures from SPT (Crawford et al. 2013) and Planck (Planck
Collaboration et al. 2013e). Performing lensing reconstruc-
tions on these fields, we isolated two types of bias; the first
originates from the connected four-point function of the CIB,
and the second originates from the correlation of the squared
CIB with the lensing field. Since these biases are of opposite
sign there is some degree of cancellation. We found that both
sources of bias can impact the lensing amplitude at the level
of several percent, with the latter type of bias being larger. If
masking is chosen as the method to treat this bias, we find that
masking to ⇠ 1mJy achieves percent-level biases.

Fluctuations from the thermal Sunyaev-Zel’dovich effect
can also lead to substantial biases, even when masking objects
that are confidently detected. We computed the biases from
the tSZ simulations of S10 and B13, both of which contain
updated gas models designed to match the recent measure-
ments of the power spectrum of tSZ fluctuations. Again we
found that for standard masking levels, biases of a few per-
cent can remain, though there is some cancellation between
the two types.

We explored the uncertainty in the tSZ trispectrum, orig-
inating from its dependence on the details of the cluster
gas profiles and the cosmological model. Using an analyti-
cal model of the tSZ trispectrum on the scales of relevance
for CMB lensing, we calculated the four point-induced bias.
We then perturbed in the space of cosmological and cluster-
physics parameters, the parameters which most affect the in-
ferred lensing bias, leading to a large uncertainty. It thus
seems necessary to use either aggressive cluster masking, in-
put from other frequencies, or an estimation of the tSZ trispec-
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Galaxy lensing: systematics/uncertain physics

• Non-linear gravity/Baryonic effects  
Rudd+08, Zentner+08, van Daalen+11,14,  
Velliscig+14, Osato+15, Hellwing+16 

• Consistent joint analysis of probes 

• Intrinsic alignments 
up to 1%-10% of cosmic shear  
II: remove auto-correlation, z-cut; 
GI: remove red galaxies? 
Kiessling et al 2015, Kirk et al 2015 

• Shape measurement  
shear bias <~0.4% , Huterer+06, Massey+12 

• Photo-z uncertainties  
bias and scatter known to 0.3%, Huterer+06;  
1.e5-1.e6 spectra for calibration, Ma Bernstein 08
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A dark matter halo, a cluster of galaxies

The central galaxy in the halo

A satellite galaxy

Galaxies along filaments connecting
clusters

Intrinsic galaxy shape correlations

July 24, 2015Elisa Chisari

Image credit: STScI/NASA
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Table 6. Marginalized 1D constraints on cosmological parameters for the DM, AD, AGN, CW, and CX scenario with and without the PCA mitigation for a
LSST/Euclid survey (no priors). The last column contains the ∆χ2 distance (see Eq. 22) between best fit and fiducial parameter point.

Scenario PCA order Ωm σ8 ns w0 wa Ωb h0 ∆χ2

DM 0 0.315+0.00982
−0.00996 0.829+0.00894

−0.0087 0.961+0.00784
−0.0078 -0.994+0.0936

−0.0943 -0.0456+0.318
−0.326 0.0475+0.00483

−0.00484 0.668+0.0274
−0.0276 0.33

AD 0 0.29+0.00998
−0.00988 0.857+0.00959

−0.00939 0.931+0.00816
−0.00863 -1.18+0.0951

−0.0951 0.7+0.27
−0.26 0.0473+0.005

−0.00494 0.742+0.0378
−0.038 55.8

AD 3 0.319+0.00989
−0.00853 0.818+0.0117

−0.0116 0.937+0.0473
−0.0521 -0.948+0.112

−0.101 -0.247+0.396
−0.434 0.0476+0.0047

−0.00482 0.679+0.0454
−0.0454 1.58

AD 4 0.315+0.0119
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Figure 10. The marginalized 1D constraints on cosmological parameters for an LSST like survey without priors (see Tab. 6 for exact numbers). The notation
refers to the various simulation scenarios (DM, AD, AGN, CW, CX) and the number of principal components that have been removed from the data, either
“P3” for removal of the three most significant modes or “P4” for removal of the four most significant modes.
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Table 6. Marginalized 1D constraints on cosmological parameters for the DM, AD, AGN, CW, and CX scenario with and without the PCA mitigation for a
LSST/Euclid survey (no priors). The last column contains the ∆χ2 distance (see Eq. 22) between best fit and fiducial parameter point.
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Figure 10. The marginalized 1D constraints on cosmological parameters for an LSST like survey without priors (see Tab. 6 for exact numbers). The notation
refers to the various simulation scenarios (DM, AD, AGN, CW, CX) and the number of principal components that have been removed from the data, either
“P3” for removal of the three most significant modes or “P4” for removal of the four most significant modes.
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Table 6. Marginalized 1D constraints on cosmological parameters for the DM, AD, AGN, CW, and CX scenario with and without the PCA mitigation for a
LSST/Euclid survey (no priors). The last column contains the ∆χ2 distance (see Eq. 22) between best fit and fiducial parameter point.
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Figure 10. The marginalized 1D constraints on cosmological parameters for an LSST like survey without priors (see Tab. 6 for exact numbers). The notation
refers to the various simulation scenarios (DM, AD, AGN, CW, CX) and the number of principal components that have been removed from the data, either
“P3” for removal of the three most significant modes or “P4” for removal of the four most significant modes.
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Table 6. Marginalized 1D constraints on cosmological parameters for the DM, AD, AGN, CW, and CX scenario with and without the PCA mitigation for a
LSST/Euclid survey (no priors). The last column contains the ∆χ2 distance (see Eq. 22) between best fit and fiducial parameter point.
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Figure 10. The marginalized 1D constraints on cosmological parameters for an LSST like survey without priors (see Tab. 6 for exact numbers). The notation
refers to the various simulation scenarios (DM, AD, AGN, CW, CX) and the number of principal components that have been removed from the data, either
“P3” for removal of the three most significant modes or “P4” for removal of the four most significant modes.
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Table 6. Marginalized 1D constraints on cosmological parameters for the DM, AD, AGN, CW, and CX scenario with and without the PCA mitigation for a
LSST/Euclid survey (no priors). The last column contains the ∆χ2 distance (see Eq. 22) between best fit and fiducial parameter point.
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Figure 10. The marginalized 1D constraints on cosmological parameters for an LSST like survey without priors (see Tab. 6 for exact numbers). The notation
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Shear calibration 

Photo-z uncertainties  

Intrinsic alignments 

Non-linear/baryonic effects 

Consistent joint analyses

→ Signal-to-noise/FoM is not all 
→ Systematics are limiting
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Shear alone/LSST alone:  
Self-calibration to ~2%  
Relies on mildly non-linear scales
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Lensing-lensing correlations: 
- requires auto spectra  
- IA always present 
- fixed angular scale ← arbitrary small physical scales 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+ fairly insensitive to cosmology (distance ratios) 
+ no IA if perfect photo-z 
+ fixed angular scale ← not arbitrary small physical scales
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Shear calibration



Large corrections from simulations

The calibration from simulation can be a large factor 
→ needs to be precisely measured

Fig. 12.— Shear bias for IM3SHAPE measurements on the GREAT-DES simulation: multiplicative bias (left) and PSF
leakage (right), as functions of the measured (S/N)

w

and R

gp

/R

p

. The fits, which are used to calibrate the shear
estimates on the data, are smooth functions in both of these variables. Solid lines show the fits vs (S/N)

w

at particular
choices of R

gp

/R

p

.

optimize it such that the fitted surface has a reduced
�

2 = 1. A similar procedure is applied to ↵, where we
use 18 parameters in the fit. Figure 12 shows these fits
as curves in (S/N)

w

in bins of R

gp

/R

p

. However, the
actual functions are smooth in both parameters.

We check if our calibration is robust to the details
of this model by (1) varying the number of terms in
the basis expansion and (2) splitting the training data
into halves. For both tests the changes in the mean
multiplicative and additive corrections applied to the
SV data do not vary by more than 1%.

In §7.2, we mentioned that (S/N)
w

is a biased mea-
sure of S/N with respect to shear, so if it is used to
select a population of galaxies, it will induce a selec-
tion bias on the mean shear. R

gp

/R

p

similarly induces
such a bias. Thus, when we bin the shears by these
quantities to construct the calibration functions, there
is a selection bias induced in every bin. The scale of
selection bias reaches m ' �0.05 for the most pop-
ulous bins. This is not a problem for the correction
scheme so long as the overall selection is also made
using these same quantities. In that case, the shear cal-
ibration automatically accounts for the selection bias
in addition to the noise bias.

We tried using (S/N)
r

in the calibration model
rather than (S/N)

w

to help reduce the level of the se-
lection bias in each bin, but we found that it does not
perform as well as using the standard (S/N)

w

. Per-
haps not surprisingly, the noise bias seems to be more
related to the S/N of the actual galaxy than it is to

the counterfactual round version of the galaxy used for
(S/N)

r

. In future work, it would be interesting to seek
an effective shear calibration scheme that disentangles
noise and selection biases, but we have not found one
yet.

We use these fits to estimate the multiplicative and
additive corrections to use for every galaxy in the
IM3SHAPE catalog. However, it should be stressed that
this bias estimate is itself a noisy quantity, being based
on noisy estimates of the size and S/N . Therefore one
should not directly apply the correction to each galaxy
individually. Rather, the mean shear of an ensemble
of galaxies should be corrected by the mean shear bias
correction of that same ensemble (cf. §9.2).

Note that selection bias can appear whenever a
subset of galaxies is selected from a larger sample.
In the cosmological analysis, we apply recommended
IM3SHAPE flags, cut on R

gp

/R

p

and (S/N)
w

, and
then typically split the galaxies into redshift bins. The
redshift selection in particular is not used in the shear
calibration process, so it is possible for there to be un-
corrected selection biases in the different redshift bins.
In §8.5, we test that the shear calibration nonetheless
performs well in this scenario by applying the same
selection procedure to the GREAT-DES simulation.
There we demonstrate that all biases are removed to
the required tolerance level in all redshift bins.

23

Jarvis+15



Selection bias12 Fenech Conti, Herbonnet, Hoekstra, Merten, Miller, Viola

Figure 5. Multiplicative (left panel) and additive (right panel) selection bias, m and c, for the components aligned (m||, c||) or cross-
aligned (m⇥, c⇥) with the PSF major axis orientation, as a function of galaxy magnitude, as discussed in §4.2. The grey band in the left
panel indicates the requirement on the knowledge of the multiplicative bias set by Hildebrandt et al. (2016b) in the context of a cosmic
shear analysis.

the data and the simulations, and thus our calibration de-
rived from the simulations should remove the e↵ect from
the data. We note however that the selection bias is not
small relative to our target accuracy (grey band in Fig. 5),
and is comparable to the noise bias that has received more
attention in the literature. We expect the selection bias to
have some sensitivity to the distributions of size and ellip-
ticity and thus not to be precisely reproduced in our fiducial
simulations: as previously mentioned, in §5 we resample the
simulations to match the observed distributions in the KiDS
tomographic bins, and in §6.2 we further test the e↵ect of
modifying the size distribution. We also consider the possi-
ble contribution of object selection bias to the PSF leakage
in §4.6.

4.3 Calibration selection bias

Our objective is to establish a shear calibration relation
whose parameters are observed quantities, so that it may
be applied to the survey data. Ideally, to ensure that un-
biased measurements of the cosmology are obtained, after
shear calibration has been applied, we should aim for a lack
of residual dependence on true, intrinsic galaxy properties
(such as size or flux) in the simulations, even though the cal-
ibration relation must be derived from observed quantities.
The absence of such dependencies would imply that the re-
sults are not sensitive to changes in the input distributions.

However, correlations between observed quantities and
selection biases play a dominant role in the calibration re-
lation, and must be taken into account both when deduc-
ing the relation and when assessing its e�cacy. Our calibra-
tion procedure follows that adopted for CFHTLenS (Miller
et al. 2013), deducing a calibration correction as a function
of galaxy SNR and size. In this section we concentrate on
the biases that arise artificially as a result of correlations
between size and ellipticity or shear. We distinguish this
‘calibration selection bias’ from the ‘galaxy selection bias’
discussed above, in §4.2.

The definition of galaxy size measured by lensfit is the

scalelength, r, along the galaxy’s major axis: for disk galax-
ies, where the ellipticity arises from the inclination of the
disk to the line-of-sight, this choice of size measure is the
most invariant with the galaxy’s ellipticity. However, at low
SNR, pixel noise leads to a strong statistical correlation of
the major axis size with the ellipticity. The distribution of
observed ellipticity directly a↵ects the inferred shear in a
population, and thus a calibration relation that depends on
major axis size causes large, apparent size-dependent biases
that in fact arise from the choice of observable.

This di�culty may be mitigated by adopting instead
rab, the geometric mean of the major and minor axis scale-
lengths. In noisy data rab has significantly lower correla-
tion with the measured ellipticity. This selection bias is il-
lustrated in Fig. 6. The blue and red lines show the selection
bias on the input (true) galaxy size, for the rab and ma-
jor axis r size definitions respectively: it is this bias that
we wish to minimise in order to achieve cosmological results
that are unbiased. It may be seen that the rab measure yields
a somewhat lower apparent bias, compared with r, which is
a reflection of how the small, unmeasurable galaxies enter
each plotted bin. As a comparison, the green curve shows
the results for the rab input size definition, but where now
the sheared major and minor axis values have been used to
calculate rab: a very large bias results.

However, any calibration relation that we adopt must
instead be a function of the noisy, measured galaxy size,
rather than the true size, which is unknown in real data. In
Fig. 6 (magenta line), we can see that the noisy, measured
r parameter has a bias that vastly exceeds the input size
bias, and which is strongly dependent on the size value. The
rab size definition (black line in Fig. 6) is better behaved in
this regard, although the bias observed using output size
still does not reflect the bias on the input size. On the other
hand, the r size definition should be less correlated with
ellipticity in the true, astrophysical joint distribution. Hence,
we continue to parameterise the lensfit models in terms of
r, and marginalise over r when estimating galaxy ellipticity
as described in §2, but we adopt rab as the size parameter

MNRAS 000, 1–25 (2016)
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Selection bias is large,  
especially for faint galaxies



Need to go beyond detection limitUpdated CCCP weak lensing masses 7

Figure 6. Multiplicative bias as a function of seeing for galaxies
with 20 < mr < 25 for an elliptictity distribution with ϵ0 = 0
(red line), the reference case with ϵ0 = 0.25 (black points) and an
extreme case with ϵ0 = 0.5 (blue line). The histogram shows the
distribution of PSF sizes of the CCCP data measured for each
chip. The image quality is typically best in the inner regions of
the field-of-view, which are most relevant for the mass estimates.

and Kitching et al. (2012). The lack of faint galaxies in
STEP1 is the main reason that a small bias was observed
in Heymans et al. (2006). When we restrict the analysis to
the magnitude range simulated by STEP1 we reproduce the
small bias for the implementation used for that paper. Note
that STEP2 simulated data that are deeper than our CCCP
data. The implementation used by H12 gives smaller biases
when considering the full range in magnitude, but overcor-
rects bright galaxies (i.e. µ > 0). It appears that the choice
of the fitting function partly compensated for the bias due
to noise.

The SNR is also affected by the PSF size: the larger
the PSF, the lower the SNR as the flux is spread over more
pixels. The seeing also determines how well galaxies are re-
solved, which impacts the bias as well (see Appendix C).
Figure 6 shows the value of µ for galaxies with 20 < mr < 25
as a function of seeing for ϵ0 = 0 (red line), ϵ0 = 0.25 (black
points) and an extreme case with ϵ0 = 0.5 (blue line). Note
that we keep the range in apparent magnitude the same. The
results demonstrate the importance of good image quality:
the bias more than doubles from -0.11 to -0.25 as the seeing
deteriorates from 0.′′5 to 1′′.

The number of faint galaxies increases rapidly (cf.
Fig. 1), which results in source galaxies blending with
fainter ones. Even if a faint galaxy is not detectable, it
will impact the noise level, effectively introducing corre-
lated noise that affects the local background determina-
tion. Both of these will modify the multiplicative bias in
a way that that can only be quantified through simu-
lations. In Bridle et al. (2010), Kitching et al. (2012) and
Mandelbaum et al. (2014a) only postage stamps of isolated

Figure 7. Multiplicative bias for an ellipticity distribution with
ϵ0 = 0.25 where only galaxies with magnitudes brighter than mlim

are included in the simulation. The black points show the bias for
20 < mr < 25. For comparison, the hatched region indicates the
68% confidence interval for the average bias for galaxies using the
GEMS input catalog. Irrespective of the magnitude range, the
bias converges when mlim is 1.5 mag fainter than the magnitude
limit of the source sample.

galaxies were analyzed, and thus the effects of blending and
faint galaxies were not included. Figure 7 shows that this
is an important effect, and cannot be neglected. To obtain
these results we create images where we include galaxies
down to a limiting magnitude mlim. The input GEMS cata-
log is incomplete for mr > 25.5 (see Figure 1) and we aug-
ment the catalog by duplicating the fainter galaxies such
that the input counts follow the power-law relation seen at
brighter magnitudes. At the faintest magnitudes these galax-
ies are unresolved in the simulated ground-based data, and
hence the details of their structural properties are not criti-
cal.

The black points in Figure 7 show that the bias for
galaxies with 20 < mr < 25 increases until mlim > 26.5; in
general we find that the bias converges if we include sources
that are 1.5 magnitude fainter than the magnitude limit
of the sample of sources used to measure the weak lensing
signal. This also appears to be true if we consider narrow
bins in magnitude, such as the bin with 24 < mr < 25 for
which the bias is large, but converges for mr > 26.5. The
dominant contribution of these faint galaxies is to act as a
source of correlated noise, affecting the shape measurements
of brighter galaxies. These results demonstrate that it is
important to ensure that the input catalog used for image
simulations contains a sufficient number of galaxies fainter
than the magnitude limit one is interested in.

For comparison the hatched area in Figure 7 indicates
the 68% confidence region for the bias we obtain when we
use the GEMS input catalog, without introducing additional
faint galaxies to account for incompleteness (for mr > 25.5).

Hoekstra + 15

Go 1.5mag deeper than limit



Subtlety of selection biases

• (Does NOT imply a multiplicative bias in either algorithm) 

• Implies that selection effects can bias the shear by ~5% 

• These effects are subtle and can be easily missed

we use the reconstructed PSF image directly, and for
NGMIX we fit models to the PSF.

A direct galaxy-by-galaxy test is not appropriate for
a cross-catalog comparison, since there is not a unique
unbiased shear estimate for a single galaxy. Rather, we
wish to test that both methods produce consistent shear
statistics for an ensemble of galaxies (cf. Velander et al.
2011). Two potential shear statistics that can be used
are a galaxy-galaxy lensing signal and the two-point
shear correlation function. We test if the results are
consistent when using the same ensemble of galaxies
with the same weighting.

Disagreement between the catalogs would be proof
that at least one catalog is biased, but we would not be
able to determine which one, nor the magnitude of this
bias. Agreement between the two catalogs is subjec-
tively reassuring, but we wish to emphasize that agree-
ment does not prove that both catalogs are “correct” in
the sense that they can be used to generate unbiased
shear estimates.

8.6.1. Tangential shear ratio

Galaxy-galaxy lensing provides one of the cleanest
tests of the relative calibration of the two catalogs, be-
cause the azimuthal symmetry inherent in the tangen-
tial shear signal largely cancels most sources of addi-
tive systematic error. Thus the ratio of two tangential
shear signals is primarily a measure of the relative mul-
tiplicative errors between the two catalogs.

For this test, we use the tangential shear signal
around Luminous Red Galaxies (LRGs) as determined
by redMaGiC (red sequence Matched-filter Galaxies
Catalog; Rozo et al. 2015) from the same DES SPT-
E data. For this purpose, we do not require sources
to be behind the lenses. Rather, we take the full LRG
catalog as the lenses, and for the sources, we use all
galaxies that are well-measured by both NGMIX and
IM3SHAPE. Regardless of the redshifts of the LRGs
and the source galaxies, the signal is expected to be the
same for both catalogs.

The observed signal he

t,i

(✓)i for each method i 2

{IM3SHAPE, NGMIX} can be written as:

he

t,i

(✓)i = (1 + m

i

)h�
t

(✓)i + h⌘

i

(✓)i, (8-5)

where h�

t

i is the true underlying signal, h⌘

i

i is a noise
term including both intrinsic shape noise and mea-
surement noise, and m

i

is a possible calibration er-
ror for each method. We mostly drop the argument
✓ in the following for brevity. For the same ensem-
ble of galaxies, the two catalogs have identical values

Fig. 25.— The ratios of tangential shear measurements
around LRG galaxies from shears measured by NGMIX
to those measured by IM3SHAPE. The red circles show
the direct ratio and the triangles correspond to the ratio
after subtraction of the tangential shear around random
points. The weighted mean ratio in the scale range 1 �

20 arcminutes is 0.954 ± 0.018. The blue line shows
a prediction of the ratio (0.94) based on the GREAT-
DES simulation, which accounts for a selection bias
induced by the intersection of the two shape catalogs.
This result is in good agreement with the data points.

of h�

t

i and a similar shape noise contribution to h⌘

i

i

(though not identical, since the two methods use differ-
ent bands). The contribution to h⌘

i

i from shape mea-
surement noise, however, is expected to be somewhat
different.

The red points in Figure 25 represent the ratio of
measured tangential shear using the two shear catalogs.
The weighted mean of the ratio over the range from 1
to 20 arcminutes (the typical scales of interest for weak
lensing) is 0.932±0.018. We would naively expect this
to be an estimate of (1 + mNGMIX)/(1 + mIM3SHAPE) ⇡

1 + mNGMIX � mIM3SHAPE. However, three corrections
are required before any conclusions can be drawn from
this result about potential differences in the relative
calibration.

First, additive systematic errors only cancel if the
sources are distributed uniformly around the lenses.
This is approximately true, but masking can break the
symmetry, especially at large scales. One solution is
to subtract off the measured tangential shear around
random points, drawn from the same region and with
the same masking as the LRGs. No signal is expected
around such points, but any additive bias will affect
both measurements equally. Thus the difference is a
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Robustness

• IA contamination: 
Unaccounted IA in the data produce <1σ bias in mi, 
without mitigation 

• Non-linearities/baryons: 
Varying lmax beyond 1000 does not affect mi much 

• Wider photo-z errors: 
Weakening prior on photo-z only weakens mi constraints 
in the lower z-bins 

• CMB S4 specs: 
mi constraints are sensitive to noise, but not much to lmax 
or resolution 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FIG. 8. Left panel: level of shear calibration for LSST with CMB S4 lensing, when varying the source photo-z priors. The
black line corresponds to the fiducial priors, and the colored lines are labelled with “x%” such that the prior on �z,source,i is
Gauss(0, x%) and the prior on σz,source/ (1 + z) is Gauss(0.05, 1.5 ⇥ x%). The dependence is more important at low redshift,
where a fixed absolute change in z corresponds to a larger relative change in comoving distance.
Right panel: varying lens photo-z priors. Similarly to the left panel, the black line corresponds to the fiducial priors, and
the colored lines are labelled with “x%” such that the prior on �z,lens,i is Gauss(0, x%) and the prior on σz,lens/ (1 + z) is
Gauss(0.01, 1.5⇥ x%). The shear calibration is almost completely insensitive to the lens photo-z priors.

cosmological parameters, galaxy biases, photo-z uncertainties for each source and lens bin and shear calibration for
each source bins. We make conservative choices of galaxy samples and scales. We therefore expect our forecast to be
realistic and robust.

We show that CMB lensing from S4 can calibrate the shear multiplicative biases for LSST down to 0.3%�2% in 10
tomographic bins, surpassing the LSST requirements of ⇠ 0.5% in most of the redshift range. This method performs
best in the highest redshift bins, where shear calibration is otherwise most challenging. We show a shear calibration
of 0.4%�2.4% for Euclid’s 10 tomographic source bins and 0.6%�3.2% for WFIRST’s 10 bins. For a reasonable level
of intrinsic alignments and Gaussian photo-z uncertainties, the shear calibration from CMB S4 lensing is only biased
at a fraction of the statistical uncertainty. This shear calibration is sensitive to the noise level in CMB S4 maps, but
insensitive to the beam and maximum multipole at which component separation is performed, within sensible values.
Thus stage 3 CMB surveys such as AdvACT and SPT-3G, as well as the Simons Observatory, will already provide
a meaningful shear calibration. It is mildly dependent on the photo-z priors for Gaussian photo-z errors, and on the
maximum multipole included in the analysis, beyond `

max

⇠ 1, 000. We did not consider explicitly photo-z outliers
[66] or potential biases in the CMB lensing reconstruction [86, 87].

In conclusion, we find that shear calibration from CMB lensing will be possible at a level competitive with or even
exceeding the LSST requirements. This method is a powerful alternative to simulation-based calibration techniques,
because it relies on the data directly. In the systematics-limited era of stage 4 weak lensing surveys, this method
will provide redundancy and serve as a cross check, in order to reliably measure the properties of dark energy, the
neutrino masses and possible modifications to general relativity.
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FIG. 9. In this figure, we vary the maximum multipole included in the lensing-lensing correlations and compare the resulting
shear calibrations from combination 1 (i.e. 

gal


gal

, 
gal


CMB

, 
CMB


CMB

). Between `
max

= 5, 000 and `
max

= 930, the shear
calibration is only degraded by 10 � 40%. Besides, the calibration from combination 2 (i.e. gg, g

gal

, g
CMB

; not shown in
this figure) only uses lower multipoles (`

max

= 420, 714, 9390, 1212 for the four lens bins). As a result, the calibration from the
full LSST & CMB S4 lensing is rather insensitive to the maximum multipole included, beyond ⇠ 1, 000. Therefore, it should
be robust to uncertainties in non-linearities and baryonic e↵ects in the matter power spectrum.
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FIG. 7. Impact of varying CMB S4 specifications on the CMB lensing reconstruction noise and the shear calibration for LSST.
Top row: the CMB lensing power spectrum (black line) is compared to the reconstruction noise per `-mode (colored lines) for
di↵erent values of sensitivity (left), beam FWHM (center) and maximum multipole where a foreground-cleaned CMB map is
available (right). When varying the sensitivity (left), we quote the white noise level in temperature, and use a

p
2 times larger

value for E and B polarizations. When varying the maximum multipole (right), we assume l
max T

= l
max P

.
Bottom row: the shear calibration level for the fiducial CMBS4 (black solid line) is compared to the one obtained for each
variation (solid colored lines). The LSST requirement is shown as the black dashed lines.
The shear calibration is a↵ected by sensitivity, but is relatively insensitive to the beam and maximum multipole available. This
is encouraging, and suggests that AdvACT [98] and SPT-3G will already be useful for calibrating the shear from LSST.

D. Application to space-based lensing surveys: Euclid and WFIRST

In this subsection, we reproduce our main forecast on shear calibration for Euclid and WFIRST. Our assumptions
and results for Euclid follow [10, 100] and are summarized in Fig. 10. In particular, we assume a survey area of 15, 000
deg2 with 30 source galaxies per arcmin2. For WFIRST, we follow [11] and present assumptions and results in Fig. 11.
We assume a 2, 200 deg2 survey area with 45 sources/arcmin2. In both cases, we use 10 tomographic source bins, and
the same redMaGiC-like lens sample as for LSST, with 4 lens bins. For all cosmological and nuisance parameters,
including photo-z uncertainties, we use the same priors as for LSST (see Tab. I).

As shown in Fig. 10 and Fig. 11, CMB lensing from S4 can calibrate the shear for the 10 Euclid source bins down
to 0.4% � 2.4%, and for the 10 WFIRST source bins down to 0.6% � 3.2%. Note that the exact requirements for
shear calibration for Euclid and WFIRST may di↵er from each other and from LSST. Furthermore, the exact redshift
distributions and survey parameters may evolve in the future, in particular for WFIRST. Nevertheless, these results
are highly encouraging.

V. CONCLUSION

In this study, we answer the following questions: can CMB lensing calibrate the shear bias down to a useful
accuracy, competitive with image simulations and comparable with the LSST requirements? Is this possible while
marginalizing over cosmological and nuisance parameters? How robust is this calibration to intrinsic alignments,
photo-z uncertainties, non-linear and baryonic e↵ects, and assumptions on the CMB S4 experiment? To do so, we
extend the CosmoLike framework to include CMB lensing. We jointly analyze all the two-point correlation functions
of galaxy positions, shear and CMB lensing convergence. We include the non-Gaussian covariances and explore
the posterior distribution with MCMC sampling and the Fisher approximation. Our forecasts simultaneously vary

Noise Beam lmax



Parameter dependence

23

example, as seen in Fig. 12, all observables roughly satisfy d lnO
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FIG. 12. Logarithmic derivatives of observables with respect to cosmological parameters, showing the scalings of observables
with parameters. Together with the covariance matrix in Fig. 3, these plots visualize the information required for the Fisher
forecast. They give intuition on the parameter dependences and degeneracies. Top left: clustering; top right: galaxy-CMB
lensing and galaxy-galaxy lensing; bottom left: CMB lensing auto-spectrum; bottom right: cosmic shear and galaxy lensing-
CMB lensing.
The width of the lines or bands corresponds to the range of variation across tomographic bins. On these plots, a high absolute
value corresponds to a strong parameter dependence. A positive value corresponds to an observable growing with the parameter.
A horizontal curve corresponds to a multiplicative factor, and a slanted curve corresponds to a tilt in the observable, when the
parameter is varied. Two curves identical modulo multiplicative factor correspond to a perfect degeneracy between parameters.
For example, all observables scale roughly as / �2
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in the linear regime and �3
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typically produces a tilt, and is strongly degenerate with h
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for clustering (top left panel).
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